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Abstract

Spatial microsimulation is a methodology aiming to simulate entities such as house-
holds, individuals or businesses in the finest possible scale. This process requires the use
of individual based microdatasets. The package presented in this work facilitates the pro-
duction of small area population microdata by combining various datasets such as census
data and individual based datasets. This package includes a parallel implementation of
random selection with optimization to select a group of individual records that match a
macro description. This methodological approach has been used in a number of topics
ranging from measuring inequalities in educational attainment (Kavroudakis, Ballas, and
Birkin 2012) to estimating poverty at small area levels (Tanton, McNamara, Harding,
and Morrison 2007). The development of the method over recent years is driving com-
putational complexity to the edge as it uses modern computational approaches for the
combination of data. The R package sms presented in this work uses parallel processing
approaches for the efficient production of small area population microdata, which can
be subsequently used for geographical analysis. Finally, a complete case study of fitting
geographical data with the R package is presented and discussed.
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1. Spatial microsimulation

Individual based models are among the most popular tool sets for understanding and ana-
lyzing trends or patterns of a population (for a description of population models, see Caswell
2001). Microsimulation models can also be seen as a form of population projection model
(Imhoff and Post 1998). Microsimulation methodologies may be used to create small area pop-
ulation microdata by combining datasets and then using the results for geographical analysis
(for a description of the method see Ballas, Rossiter, Bethan, Clarke, and Dorling 2005). The
microsimulation method has been used in the past by economists with successful results to
generate data for individuals and then check the effects of public policies at the smaller ag-
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gregation level (for use of microsimulation in economics, see Bourguignon and Spadaro 2006).
Nevertheless, microsimulation models developed by economists lack the aspect of geograph-
ical space which is essential in cases where the spatial distribution of microunits is crucial.
Taking into consideration the spatial characteristics of a population of entities (individuals,
households or businesses) may reveal patterns and trends that may lead to a more comprehen-
sive understanding of inequalities or other structures and help towards providing more equal
public policies. Spatial microsimulation can be defined as a methodology for creating large
population microdata which may be later used for the analysis of the impact of policy at the
microlevel (Ballas and Clarke 2003) such as census output areas (the smallest geographical
unit for which census data are available) or a post-code neighborhood. In the last two decades
there have been some cases of using this method along with geographical data to produce spa-
tial microdatasets for spatial microsimulation models (Birkin, Clarke, and Openshaw 1995a;
Williamson, Birkin, and Rees 1998; Ballas and Clarke 2001). The microdata used in various
geographical analysis may contain detailed information about individuals or households or
business units, which have geographical reference and may be used for the geographical anal-
ysis of various scientific fields (for more on geographical microdata, see Birkin et al. 1995a;
Dale, Fieldhouse, and Holdsworth 2000; Bartelsman and Doms 2000). Spatial microsimula-
tion has been used in various spatially-aware research fields such as: understanding spatial
inequalities of housing (Hooimeijer and Oskamp 1996; Deng, Wu, and Wang 2010; Cervero
1996), geographical analysis of education (Kavroudakis, Ballas, and Birkin 2013; Kavroudakis
et al. 2012; Kavroudakis 2009), crime (Rephann and Öhman 1999; Bowers and Hirschfield
1999; Bosse and Gerritsen 2008), health (Ballas, Clarke, Dorling, Rigby, and Wheeler 2006;
Caldwell 1996) and various economic topics such as pension provision (Ballas et al. 2006;
Caldwell 1996) and taxes (Sutherland 2007; Creedy 2002; Sutherland 2000; Rudas, Szivós,
and Tóth 1998; Redmond, Sutherland, and Wilson 1998; Bekkering 1995; Lewis, Michel, and
Institute 1990; Lietmeyer and Dickhoven 1986). Spatial microsimulation is a powerful popu-
lation modeling approach which may be used in policy making for the understanding of the
spatial characteristics of populations. The production of spatially microsimulated microdata
is a product of a complex methodology which requires the combination of individual based
datasets as well as macro-scale datasets (such as the census of population). This combination
of data requires good understanding of fitting algorithms and combinatorial optimization ap-
proaches first developed and applied in a population geography context by Williamson et al.
(1998). Recent reviews of relevant work and the state of the art include the work of Birkin
and Clarke (2011), Tanton and Edwards (2013), Lovelace and Ballas (2013) and Hermes and
Poulsen (2012).

2. The need for small area population microdata

The combination of geographical macrodata (census) and individual based data produces a
spatially aware microdataset for further analysis. The sms package (Kavroudakis 2015) fa-
cilitates the combination of the datasets in a number of stages such as: production of small
area microdata, the visualization of the process results and finally the presentation of the
intermediate stages of the fitting process. Macrodata, such as the census of population, of-
fer limited numbers of variables about the population of a geographical area. On the other
hand, microdata or individual based data (IBD) such as the British Household Panel Survey
(BHPS; BHPS 2007; IISER 2006) and The European Union Statistics on Income and Living
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Conditions (EU-SILC; Whelan and Maître 2007; Figari, Levy, and Sutherland 2006) consist
of many variables but they are typically only available at a coarse geographical level such as
regions at best (Frees 2004). Individual based data are suitable for research because of the
great number of variables but inappropriate to conduct geographical analysis (Hsiao 2003)
mainly because of the lack of geographical reference. The combination of rich individual based
data with census data produce a spatial microdataset which is ideal for geographical analysis
and population simulation. The construction of such data is necessary as it provides re-
searchers with geocoded datasets with individual based information. Spatial microsimulation
is a methodology which uses such microdata to perform geographical analysis and population
simulations (Kavroudakis et al. 2012). The combination of datasets is computationally inten-
sive, requiring good knowledge of the simulated objects and the simulation platform. There
is a necessity for a generic mechanism that should prepare microdata without specialized
knowledge of the field for the end-user.

3. The sms package
The R environment for statistical computing and graphics (R Core Team 2015) is nowadays
among the most common scientific programming tools used by a number of scientists around
the world. The R statistical language is a modern statistical programming language and
a great number of scientific methods are provided in R but there has so far not been any
spatial microsimulation package. The software environment R includes many basic statisti-
cal functions and offers a mechanism of loading a great number of extra packages for more
specialized tasks. There are some R packages for geographical analysis such as spatstat (Bad-
deley and Turner 2005), as well as splm (Millo and Piras 2012) and the UScensus2000 “suite
of packages” (Almquist 2010). Nevertheless, there is a relative paucity of R packages dealing
with spatial microsimulation methods. The package presented in this work facilitates the
development of individual based microdata and provides a structural skeleton for examining
the results and intermediate states of a spatial microsimulation data-fitting process. In some
geographical analysis cases, the number of areas and the population size require an efficient
approach in simulation and combination of datasets. In order to increase the speed of the
data-fitting process, the sms package uses a parallel processing approach which divides the
main simulation process into smaller parts for parallel processing. Figure 1 shows the use
of computational time of the CPU (central processing unit) between tasks execution in con-
current and parallel processing strategies. The concurrent approach uses the processing time
either for task 1 or for task 2 but on the other hand, parallelism uses multiple dedicated cores
(1 core for each task) to achieve a better performance (Birkin, Clarke, and George 1995b;
Azencott 1992). The sms package automatically identifies the number (n) of available CPU
cores in the user’s system and uses n/2 parallel threads for the preparation of microdata. For
example if a system has 6 CPU cores, the package will use 6/2 = 3 parallel threads that will
process the workload and handle one geographical area after the other (Figure 2). The sms
package has two distinct advantages which make it a useful tool for researchers focusing on
spatial microsimulation analysis and small area population estimates. These are: scalability
and generalization. The sms package has the ability to handle data of various sizes and to
conduct large scale simulations almost as efficiently as small scale simulations. This is possible
mainly because of the parallel processing approach which makes use of available CPU cores
of the system. The efficiency of the results depends heavily on the quality of input data. For
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Figure 1: Concurrent and parallel strategies in computationally intensive calculations.

Figure 2: The representation of the parallel processing approach of the sms package for
simulating multiple geographical areas at the same time.

more details on scalability issues in software engineering, see Smith and Williams (2002a,b);
Laitinen, Fayad, and Ward (2000). Additionally, the generalized character of the sms package
refers to the data-agnostic abilities of the package.
The generalized structure of the code enables the usability of parts of the package with
other basic R methods such as plot because the sms package objects extend the well known
data structures of R such as: vectors, lists and data.frames (for more details on data
abstraction and generalization, see Gannon, McMullin, and Hamlet 1981; Cardelli and Wegner
1985; Liskov and Guttag 1986). Also, the ‘microsimulation’ class of the package includes a
number of data.frames which are accessible to other generic functions such as: summary or
str. The sms package is open source and publicly available from the Comprehensive R Archive
Network (CRAN) at http://CRAN.R-project.org/package=sms and can be installed in two
ways: either from a local file or directly from a CRAN server. If there is a working internet
connection the following command downloads, installs and loads the sms package:

R> install.packages("sms", dependencies = TRUE)
R> library("sms")

http://CRAN.R-project.org/package=sms
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The user is now ready to combine data and prepare microdata with the use of the sms package
methods. The data fitting process for the preparation of microdata requires combinatorial
optimization approaches for the selection of the more accurate group of individual data records
for each geographical area. This process requires the use of optimization algorithms for the
estimation of the accuracy and the selection of the optimal combination of data records.
More specifically, in the context of this work, the optimization algorithms are used to select
the optimal group of individual records that represent more accurately a geographical area.
The main algorithms used for this data-fitting process are simulated annealing (SA) and hill
climbing (HC). Simulated annealing is more advanced and returns relatively more accurate
representations of populations for small areas. The hill climbing algorithm is a greedy heuristic
algorithm for finding the best group of individual records. Its main disadvantage is that it
can be “trapped” in local optimum solutions. On the other hand simulated annealing, as a
more advanced heuristic algorithm, advances faster towards better solutions (solutions with
less error) than hill climbing as it initially accepts less accurate solutions (combination of
individuals that increased the current total absolute error). This initial tolerance of SA may
lead to better data combinations later in the optimization process. This flexibility enables the
avoidance of local optimum solutions and this is one of its key advantages compared to hill
climbing making it ideal for this type of combinatorial optimization approach. Williamson
describes the effectiveness and the advantages of simulated annealing in more detail (Voas and
Williamson 2000; Williamson et al. 1998). This algorithm is an analogy of the annealing of
solid material in physics and it was initially conceptualized in a paper published by Metropolis,
Rosenbluth, Rosenbluth, Teller, and Teller (1953) and describes the simulation of the cooling
of materials in heat bath, which is also known as “annealing”. Simulated annealing was first
used in the small area data fitting context by Williamson et al. (1998) and there have been
several applications that applied or built upon that work (Kavroudakis et al. 2012). The sms
package includes both simulated annealing and hill climbing algorithms in order to provide
the user with a choice of optimization techniques for result comparison purposes.

4. Case study

Due to the complexity involved in understanding the microdata preparation process, an illus-
trated case study will be used for the presentation of sms package functions and discussion of
the results. This section will present the preparation of microdata for a geographical area in
Greece (Lesvos island) and will illustrate the use of the sms package for small area data prepa-
ration. The example data used are simplified artificial data which resemble the structure of
actual census and the individual based dataset available for Greece from Eurostat (Eurostat
2012). The example data are also included in the sms package for teaching and demonstration
purposes. The island of Lesvos consists of 13 constituencies. Table 1 shows the census data
of the geographical area that will be used as input data for the microsimulation process. The
total population of the island is 900 individuals (Table 1), which includes 459 individuals
with higher education (he) degrees and 428 female individuals. The census dataset in Table 1
reflects the counts of individuals in a specific point in time for each geographical area of the
study area. Usually census tables include a limited number of variables (ESRC 2008; Rees,
Martin, and Williamson 2002) and this is why we need to combine Table 1 with an individual
based dataset in order to produce a rich individual based dataset which reflects the actual
aggregate census counts. The following sample dataset is included in the sms package and
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areaid population he females
8301 56 46 42
8302 73 42 15
8303 58 12 10
8304 78 43 21
8305 73 17 60
8306 77 15 11
8307 66 37 20
8308 78 41 42
8309 77 56 10
8310 78 55 26
8311 58 19 60
8312 68 20 60
8313 60 56 51

Table 1: The demonstration data for Lesvos island, Greece, which are a simplification of the
census of population.

pid he female agemature car_owner house_owner working annualIncome
6001 0 1 1 1 0 1 16567
6002 1 1 1 1 1 1 2458
6003 0 1 0 0 1 0 9437
6004 1 0 0 1 0 0 22130
6005 1 0 0 0 1 1 3936
6006 1 0 0 1 0 1 16695

Table 2: The first 6 rows from the example individual based dataset for Greece which is a
simplification of the available individual based data for Greece.

resembles the actual census and survey data for Greece. After loading the sms package we
use the following two commands to load the census and survey data into the R work space:

R> data("census", package = "sms")
R> data("survey", package = "sms")

Table 1 shows the census information for the study area and Table 2 shows the first six rows
from the available individual based dataset for Greece that consists of 200 individual records
with a number of variables for each record (rows).
Now the census variable is a data.frame containing census data, as shown in Table 1. The
individual based dataset can also be loaded in the same way and is also a data.frame in the
form of Table 2, where each column represents a variable for individuals. The variables have
been binary recoded in order to increase the efficiency of the calculations. This is, instead
of one column named sex with two possible variable states: male/female, the column is a
representation of a variable state female and the value is binary either 0 (no), or 1 (yes).
This conversion may increase the number of columns, but on the other hand it ensures a
consistent data format of binary values helpful during intense calculations of the microdata
selection process. Also, it is necessary for the census dataset to have a column with the name
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population indicating the total number of individual records for each area. After loading the
data, it is necessary to associate data variables between the two data.frames. For a generic
approach, a complex data structure is needed. The sms package uses a “data lexicon” which
is an R data.frame which provides information about the relationship of the variables of
each data source. The following code shows the construction of the data lexicon for this case
study:

R> in.lexicon <- createLexicon()
R> in.lexicon <- addDataAssociation(in.lexicon, c("he", "he"))
R> in.lexicon <- addDataAssociation(in.lexicon, c("females", "female"))
R> in.lexicon

con_1 con_2
census_row he females
survey_row he female

The lexicon is a data.frame which in this example holds 2 data connections. Each column of
the lexicon represents a data association between census and survey data. The first connec-
tion is described in the first column of the data.frame under the name con_1 and indicates
that census column with name he is associated with column he in the survey dataset. The
data.lexicon holds the “association information” between datasets for the fitting process.

5. Fitting and evaluation
The fitting process produces a number of results which may be used for the analysis and
interpretation of the population attributes. The results of this process can also be used for
public policy analysis and hypothetical what-if scenarios. The results for a geographical area
may deviate from the actual counts of the census variables. This deviation is related to the
number of variables used as well as the fitting mechanism of the microsimulation process.
The data-fitting is the process of fitting individual based data to the census description of
an area which is an optimization process where groups of individual records are randomly
selected from a database and are evaluated against the profile of a geographical area. This
iterative process extracts and replaces individual based records until small area constraints
are satisfied.
This optimization process evaluates a selection of individual records and calculates an error
value during each selection. During this process the same individual record may be used
more than once, which is a desirable behavior because the aim of the process is to accurately
re-create the total attributes of an area. If the selection of a specific record improves the
accuracy of the area’s representation, then it may be selected multiple times. Consequently,
the sms package aims to find the optimum selection of individual records for each geographical
area that minimizes an error function. The sms package uses the total absolute error (TAE)
formula to quantify the absolute deviation of the microdata from census data description of
an area. Equation 1 shows the TAE formula which is the sum of the absolute deviations of
the simulated values (si), from the census counts of the areas (ci).

TAE i =
∑
|si − ci| (1)
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R> mysms <- new("microsimulation", iterations = 90, census = census,
+ panel = survey, lexicon = in.lexicon)
R> myseed <- 1800
R> try01 <- run_parallel_HC(insms = mysms, inseed = myseed)
R> try02 <- run_parallel_SA(insms = mysms, inseed = myseed)

After loading the datasets and constructing the data lexicon, the user is ready to produce small
area population microdata for each of the 13 constituencies of Lesvos island. As can be seen
in the following code, the run_parallel_SA function returns the best possible microdataset
for all areas in census after 90 iterations by using individual records from the survey dataset.
This function uses the simulated annealing algorithm for the selection of the best possible
combination of individual records minimizing the TAE . Simulated annealing is a “tolerant”
heuristic algorithm that initially accepts combinations which do not improve the error value,
while gradually this tolerance decreases because this may lead to better combinations as it
may help escape local optimum solutions.
There is also an additional method available in the sms package which uses the hill climbing
algorithm for the construction of the microdataset. This method is run_parallel_HC which
uses the hill climbing heuristic algorithm which is a “greedy” heuristic algorithm that accepts
only combinations that improve the error value. Figure 3 depicts the comparison of the two
algorithms for the development of a small area microdata population. The bottom part of
the figure depicts the fitting process with the use of the run_parallel_SA method (simulated
annealing algorithm) and the top part shows the fitting process of the same data with the
use of the run_parallel_HC method (hill climbing algorithm).
In both graphs of Figure 3 the horizontal axes indicate the number of iterations of the fitting
process and the vertical axes show the total absolute error of each selection. Filled dots
represent selections which are saved as “best current selection” and round unfilled circles
indicate selections which are not saved as they have unacceptable TAE which is greater
than previous TAE values. During the first iterations the simulated annealing algorithm is
tolerant to combinations that increase the TAE which eventually leads to a solution with
smaller overall TAE than hill climbing (top graph) which is a “greedy” algorithm accepting
only combinations decreasing the TAE .
Both run_parallel_HC and run_parallel_SA methods return a ‘microsimulation’ object
containing a number of other objects and results. The try02 object contains results for the 13
areas of Lesvos island. The ‘microsimulation’ object holds 5 slots of information regarding
the data fitting process of each area. The following code shows the number of elements in the
results of the fourth area and explores each element:

R> oneAreaResult <- try02@results[[4]]
R> length(oneAreaResult)

[1] 5

R> names(oneAreaResult)

[1] "areaid" "selection" "tae" "tries"
[5] "error_states"
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Figure 3: Comparison of hill climbing (top) and simulated annealing (bottom) algorithms for
the construction of population microdata of a single geographical area.

The 5 list elements contain the following information about the construction of population
microdata:

• areaid: This is the unique identification of the area which identifies the area in the
census database.

• selection: This object holds the best combination of individual records satisfying the
census constraints. It is also called “synthetic micro-population” and may be used for
further geographical analysis.

• tae: This object holds the value of the total absolute error of the results. This is a
measure of the absolute deviation of the results from the census data constraints of the
simulated area. The aim of the fitting process is to minimize this value. The smaller
this value, the greater the overall accuracy of the results.

• tries: This object holds all intermediate TAE values of the fitting process. Those
values are useful for understanding the fitting process as they represent the TAE of
the intermediate selections illustrating the algorithm’s progress. The number of TAE
values is the same as the number of iterations of the fitting process. These values can
be plotted as they are enclosed in an R vector class.

• error_states: This slot holds the TAE values of the accepted selections of the selection
process. This vector represents the progress of the fitting algorithm while advancing
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towards the global optimum solution. The values of this vector represent the best
current TAE .

Each element of the results can be exported individually for analysis and interpretation as
follows:

R> oneAreaResult$areaid

[1] 8304

R> head(oneAreaResult$selection)

pid he female agemature car_owner house_owner working
15 6152 1 1 0 0 1 0
56 6042 0 0 1 1 0 1
193 6046 1 0 0 1 1 0
199 6031 0 0 1 0 1 1
118 6197 0 0 1 1 0 1
168 6029 0 1 1 1 0 0

annualIncome
15 11947
56 19157
193 24515
199 10229
118 16944
168 22979

R> oneAreaResult$tae

[1] 10

R> oneAreaResult$tries

[1] 18 21 18 25 21 30 37 17 36 25 36 25 12 17 28 20 23 26 24 22 28 29
[23] 31 21 26 20 24 10 24 15 23 20 35 16 24 20 29 12 13 26 26 24 28 20
[45] 24 23 27 27 28 28 18 34 26 22 14 21 27 24 18 18 24 18 23 30 22 29
[67] 36 24 19 10 28 15 34 29 26 23 30 14 21 29 17 27 23 20 35 26 22 20
[89] 29 32

R> oneAreaResult$error_states

[1] 18 18 18 18 18 18 37 17 36 25 25 25 12 12 12 20 23 23 24 22 22 22
[23] 22 21 21 20 24 10 24 15 15 20 35 16 24 20 29 12 12 26 26 24 28 20
[45] 24 23 23 23 23 23 18 18 18 18 14 14 14 14 14 14 14 14 14 14 14 14
[67] 14 14 14 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
[89] 10 10
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Figure 4: The progress of the total absolute error (TAE) during the fitting process with the
use of the simulated annealing algorithm.

Figure 4 depicts the progress of the TAE values during small area population fitting. Using
the function plotTries, the user can visualize the TAE states during the fitting process of
a single area. Horizontal axes represent the iterations of the fitting process and vertical axes
represent the TAE values.

R> plotTries(insms = try02, number = 4)

The simulated annealing algorithm initially creates a random population of individuals, which
has TAE = 10. This combination is selected (circle line around a filled dot) as there is no other
better solution yet in the process. In later stages, the algorithm tries to find the best selec-
tion by evaluating other combinations of individual records from the individual based dataset.
The empty round circles represent unused selections of individual records with greater TAE .
The filled dots represent selected combinations which are the best solution until that itera-
tion. During the progress of the fitting process (from left to right) the algorithm keeps in
memory only the best selection until that iteration and tries to find other possible combina-
tions with smaller total absolute error. In this example the microdata for geographical area
8304 have been prepared after 90 iterations with final TAE = 10. This case study illustrated
the use of the sms package for the development of small area microdata. The microdataset
(oneAreaResult$selection) is used for further analysis and interpretation. These results
can be aggregated and analyzed geographically as they contain individual records which have
been placed in a virtual geographical space to produce a virtual representation of Lesvos
island, Greece. This combination of individual based data and census datasets is a valuable
source of information for scientific analysis as it is a unique source of information with geo-
graphical attributes. This type of microdata offers the opportunity to analyze a geographical
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area in the smallest possible scale by examining the characteristics of the individual records of
each population. During the last years, the use of microdata has become a popular approach
among organizations and public entities aiming to examine local effects of potential public
policies and evaluate the potential effects of local reforms.

6. Geographical analysis of microdata
The microdata produced using the sms package is a representation of the Lesvos island popu-
lation. The accuracy of this representation depends on the number of algorithm iterations as
well as the number of common variables between the census of population and the individual
based dataset. The greater the number of iterations during the fitting process, the more the
probabilities of selecting suitable individual based records for the accurate representation of
the area’s population. Additionally, the more common variables between the two datasets,
the more accurate is the final population representation as individual records have increased
probabilities to fulfill census data constraints. The following sequence of maps (Figures 5
to 10) depict the results of the data fitting process. For depiction simplicity, percentage
counts have been used where possible. One of the most important variables to map is the
simulated mean income, which is not typically available from public sources and which can
be extremely useful for the analysis of the geographical implications of government policies
and for estimating poverty and wealth at the local level (Ballas, Clarke, Dorling, and Rossiter
2007; Campbell and Ballas 2013; Miranti, McNamara, Tanton, and Harding 2011). This in-
formation was not available before data-fitting at this geographical level. These maps may
be used for comparison among areas and depict various population characteristics. Such
characteristics include house and car ownership, sex, age group and working status. This
group of variables was not available for this geographical scale. This synthetic population
may be used for relevant geographical analysis in a finer possible scale. One example could
be the analysis of working individuals in the localities of the island as this can be potentially
useful for the examination of the island’s workforce and the provision of new jobs or targeted
unemployment campaigns.
A different approach of presenting the result of the fitting process is the preparation of graphs
showing relationships between population attributes by locality. Figure 11 depicts the rela-
tionship between percentage of employed population and percentage of population with house
ownership. This scatterplot shows a positive relationship between the two variables which
indicates that according to the results of the fitting process employment turnover is somehow
adequate for buying a house in Lesvos island. In Figure 12 we can see a positive relationship
between percentage of population in employment and percentage of population having at least
one car. The blue line is the line of “best fit” from a linear regression between the two variables
and the value of coefficient is depicted in the subtitle of the scatterplots showing the type
and extend of relationship between the two variables. According to the results, employment
opportunities are normally distributed across all 13 localities of the island with some localities
showing a relatively smaller percentage of employment. These localities can be targeted for
new employment projects and possible government investment policies. Policy makers can
use these results to analyze the characteristics of the island’s population and understand the
local characteristics of each area. The results of the data fitting process represent individuals
and can be analyzed in various aggregation levels (city, locality, constituency, region) making
it ideal for policy making simulations and examination of local effects of government policies.
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Figure 5: Results of data fitting, showing mean income by constituency in Lesvos island.

Figure 6: Results of data fitting, showing percentage of working individuals by constituency
in Lesvos island.

Figure 7: Results of data fitting, showing percentage of house ownership by constituency in
Lesvos island.
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Figure 8: Results of data fitting, showing percentage of car ownership by constituency in
Lesvos island.

Figure 9: Results of data fitting, showing percentage of mature individuals by constituency
in Lesvos island.

Figure 10: Results of data fitting, showing percentage of individuals holding a higher educa-
tion degree by constituency in Lesvos island.
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Figure 11: Relationship between percentage of working population and percentage of popu-
lation with house ownership at the 13 localities of Lesvos island.

Figure 12: Relationship between percentage of working population and percentage of popu-
lation owning at least one car at the 13 localities of Lesvos island.

7. Benchmarking the sms package
In order to illustrate the differences between the parallel and serial versions of the sms pack-
age methods, a number of comparisons have been made. In those comparisons the same data
have been used by both methods and the elapsed time until the preparation of results was
compared. In almost 90% of the cases a parallel approach was faster than a serial approach,
making it ideal for large scale simulations. This section of the paper presents a set of eval-
uations of the sms package. The evaluation process includes a number of runs with various
configuration sets. This benchmarking approach uses differently sized census data of: 10,
20, 30, 40 and 50 geographical areas. It also uses differently sized individual based survey
data of: 100, 200, 300, 400, and 500 individual records. Additionally, it uses many iteration
groups (100, 200, 300, 400, 500) before returning the results. This benchmarking mechanism
prepares 125 different combinations of the above three factors (census data size, individual
based dataset size, number of iterations) and evaluates the final TAE of each combination.
The specifications of the testing machine are: Intel Core i7-3635QM CPU 8*2.40GHz, 64bit,
8GiB RAM. Figures 13 to 18 depict the benchmarking results in scatterplots with a regres-
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Figure 13: Relationship between census size and TAE .

Figure 14: Relationship between census size and elapsed time.

Figure 15: Relationship between number of iterations and TAE .
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Figure 16: Relationship between number of iterations and elapsed time.

Figure 17: Relationship between individual based data size and TAE .

Figure 18: Relationship between individual based data size and elapsed time.
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sion line (red line) and the correlation coefficient value in the subtitle, indicating the relative
strength and type of correlation between the two variables. The results indicate a positive
relationship between the size of the geographical area and the TAE as well as the relationship
between size of the geographical area and elapsed time of the data fitting process (Figures 13
and 14). This is expected as there is a direct relationship between the size of a geographical
area and the required computation time of simulating it. Also, algorithmically TAE is posi-
tively related to the census size of the area. There is also a negative relationship between the
number of algorithm iterations and the value of TAE (Figures 15 which is expected because
the more the iteration tries of the algorithm the more the opportunities for randomly finding
a better state in the optimization process which will have a smaller TAE value. Finally as
can be seen in 16, as the number of iterations increase, elapsed time is also increasing which
is expected considering the computational effort required for evaluating an increasing number
of possible solutions.
Finally, Figure 17 show that as individual based dataset size increases, the TAE is slightly
decreasing which is expected as the size of the individual based dataset is directly associated
with the number of individuals available for selection from the individual based dataset. The
more the possible available combinations the more the possibilities for constructing a more
acceptable solution. Figure 18 shows a somehow indifferent relationship between individual
based dataset and the the total processing time. The more individual records are available, the
higher are the chances that the small area constraints will be fulfilled, which means that TAE
will drop. These benchmarks helped evaluate the sms package and quantify the relationship
between the factors affecting computation time and TAE of the data fitting process. It is
necessary to note that the complexity of the population characteristics in a geographical area
as well as the representation of the individual based data are two relevant factors affecting
scalability of the data fitting process.

8. Conclusion
The sms package presented in this paper prepares microdata for small geographical areas such
as constituencies, census output areas or post code sectors for further geographical analysis.
Microdata have many uses in contemporary research such as small area estimations and pop-
ulation projections as well as pubic policy analysis and simulation. This R package is unique
as it uses the parallel processing abilities of the R language and can simulate relatively large
datasets. The spatial microsimulation process is a methodology which uses small area micro-
data to simulate local effects of public policies in finer geographical scale such as household
level or individual level. The use of this type of scientific tools will be increasingly important
in the future for examining local effects of policies. Another potential use of this package is
the preparation of microdata for the examination of the local effects of what-if scenarios and
how population attributes (income, car ownership, housing, education, etc.) may be affected.
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