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Abstract

We describe the package MSGARCH, which implements Markov-switching GARCH (generalized autoregressive conditional heteroscedasticity) models in R with efficient C++ object-oriented programming. Markov-switching GARCH models have become popular methods to account for regime changes in the conditional variance dynamics of time series. The package MSGARCH allows the user to perform simulations as well as maximum likelihood and Bayesian Markov chain Monte Carlo estimations of a very large class of Markov-switching GARCH-type models. The package also provides methods to make single-step and multi-step ahead forecasts of the complete conditional density of the variable of interest. Risk management tools to estimate conditional volatility, value-at-risk, and expected-shortfall are also available. We illustrate the broad functionality of the MSGARCH package using exchange rate and stock market return data.
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1. Introduction

In 2003, Robert Engle received the Nobel Prize for his “contribution to methods of analyzing economic time series with time-varying volatility (ARCH)” (Nobel Media 2003). The seminal paper introducing the original autoregressive conditional heteroscedasticity (ARCH) model is
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Engle (1982), while its generalization to GARCH was introduced by Bollerslev (1986). Since then, multiple extensions of the GARCH scedastic function have been proposed to capture additional stylized facts observed in financial and economic time series, such as nonlinearities, asymmetries, and long-memory properties; see Teräsvirta (2009) for a review. According to the Time Series Analysis (Hyndman 2019) and Empirical Finance (Eddelbuettel 2019) task views at https://CRAN.R-project.org/web/views, the following implementations of univariate GARCH-type models are available in the R (R Core Team 2018) programming language: bayesGARCH (Ardia and Hoogerheide 2010), fGarch (Wuertz, Chalabi, Miklovic, Boudt, and Chausse 2016), GAS (Ardia, Boudt, and Catania 2019b), gets (Pretis, Reade, and Sucarrat 2018), GEVStableGarch (Sousa, Otiniano, Lopes, and Diethelm 2015), lgarch (Sucarrat 2015), rugarch (Ghalanos 2017) and tseries (Trapletti and Hornik 2017). In GARCH-type models, the conditional volatility is driven by shocks in the observed time series. An alternative approach is to assume that volatility is driven by volatility-specific shocks. This is the case in stochastic volatility models, as available in the R package stochvol (Kastner 2016).

Recent studies show that volatility predictions by GARCH-type models may fail to capture the true variation in volatility in the case of regime changes in the volatility dynamics (see, e.g., Lamoureux and Lastrapes 1990; Bauwens, Backer, and Dufays 2014). A solution to this problem is to allow the parameters of the GARCH model to vary over time according to a latent discrete Markov process. This approach is called the Markov-switching GARCH (MSGARCH) model, which leads to volatility forecasts that can quickly adapt to variations in the unconditional volatility level.

MSGARCH models are mainly used in finance. Other fields of applications include the analysis of business cycles in economics (see, e.g., Kim and Nelson 1999) and the forecasting of windpower (see, e.g., Zhang, Wang, and Wang 2014). Their use is not widespread in industry applications mainly because their implementation is tedious and their estimation is not trivial. We fill this gap with the R package MSGARCH (Ardia, Bluteau, Boudt, Catania, Ghalanos, Peterson, and Trottier 2019a), and provide researchers and practitioners with a ready-to-use program within the R environment. The R package MSGARCH implements the specification of Haas, Mittnik, and Paolella (2004a), which, compared to the MSGARCH model in the seminal work of Gray (1996), has the advantage that the estimation does not face the “path-dependency problem”. In their model, the authors define \( K \) separate GARCH-type processes, one for each regime of the unobserved Markov chain. In addition to its appealing computational aspects, the MSGARCH model of Haas et al. (2004a) has conceptual advantages. Indeed, one reason for specifying Markov-switching models that allow for different GARCH behavior in each regime is to capture the difference in the variance dynamics of low- and high-volatility periods.

The R package MSGARCH provides a comprehensive set of methods for estimating, simulating, and forecasting with MSGARCH models. It includes the possibility of specifying different GARCH processes and conditional distributions for each state. Evaluation of risk management metrics such as the value-at-risk and the expected-shortfall is also available. The

\[1\]Literature on computationally feasible implementations of MSGARCH models started with the seminal work of Gray (1996), Dueker (1997), and Klaassen (2002), who proposed different solutions to the "path-dependency problem" raised by Cai (1994) and Hamilton and Susmel (1994). It means that, for a sample of size \( T \) and a MSGARCH model with \( K \) regimes, the evaluation of \( K^7 \) different volatility paths is required, rendering the estimation intractable for medium and large sample sizes.
R package MSGARCH relies on object-oriented programming techniques in C++ via the R packages Rcpp (Eddelbuettel, François, Allaire, Ushey, Kou, Bates, and Chambers 2018; Eddelbuettel and François 2011) and RcppArmadillo (Eddelbuettel, François, and Bates 2017; Eddelbuettel and Sanderson 2014). Efficient implementation is key, especially when backtesting models in risk management.

The package’s usage and the available methods are similar to those of the R package rugarch (Ghalanos 2017). First, the user creates a model specification. Second, she/he estimates the model. Third, she/he can perform predictions and risk forecasts. Plotting, summary and model discrimination methods can be applied to the fitted model. The MSGARCH package is available from the Comprehensive R Archive Network (CRAN) repository at https://CRAN.R-project.org/package=MSGARCH and the development version is available on the MSGARCH website at http://keblu.github.io/MSGARCH/.

The outline of the paper is as follows. Section 2 introduces the models. Section 3 describes the R implementation and serves as a brief user manual. Section 4 illustrates the package’s usage on an application using Swiss market index data. Section 5 concludes.

2. Markov-switching GARCH models

Denote the variable of interest at time $t$ by $y_t$. We assume that $y_t$ has zero mean and is not serially correlated, that is, the following moment conditions are assumed: $E[y_t] = 0$ and $E[y_t y_{t-l}] = 0$ for $l \neq 0$ and all $t > 0$. This assumption is realistic for high frequency returns for which the (conditional) mean is often assumed to be zero; see, for instance, McNeil, Frey, and Embrechts (2015). In other applications, the assumption that the MSGARCH process has conditional mean zero often implies applying the MSGARCH model to a de-meaned time series.

In the most simple case of a constant mean, this is the series in excess of the sample mean. When the series has dynamics in the conditional mean, the de-meaned time series are the residuals of a time series model, like an ARFIMAX, as in the R package rugarch (Ghalanos 2017). Since the MSGARCH package decouples the mean and volatility estimation, GARCH-in-mean models and joint approaches to mean-variance switching as in Kim and Nelson (1999) are not possible.

We allow for regime-switching in the conditional variance process. Denote by $\mathcal{I}_{t-1}$ the information set observed up to time $t-1$, that is, $\mathcal{I}_{t-1} \equiv \{y_{t-i}, i > 0\}$. The general Markov-switching GARCH specification can then be expressed as:

$$y_t \mid (s_t = k, \mathcal{I}_{t-1}) \sim \mathcal{D}(0, h_{k,t}, \xi_k),$$

(1)

where $\mathcal{D}(0, h_{k,t}, \xi_k)$ is a continuous distribution with zero mean, time-varying variance $h_{k,t}$, and additional shape parameters gathered in the vector $\xi_k$. The integer-valued stochastic variable $s_t$, defined on the discrete space $\{1, \ldots, K\}$, characterizes the Markov-switching GARCH model. We define the standardized innovations as $\eta_{k,t} \equiv y_t / h_{k,t}^{1/2} \overset{\text{iid}}{\sim} \mathcal{D}(0, 1, \xi_k)$.

Furthermore, assuming a non zero state dependent mean would generally imply $E[y_t y_{t-1}] \neq 0$, which is against the model we specified. As explained below, the parametric formulation of the conditional distribution $\mathcal{D}(0, h_{k,t}, \xi_k)$ can be different across regimes. In this case, the notation $\mathcal{D}_k(0, h_{k,t}, \xi_k)$ would be more appropriate. The same applies for the $h(\cdot)$ function in (2). We keep the simpler notation to improve readability. Also, for $t = 1$, we initialize the regime probabilities and the conditional variances at their unconditional levels. To simplify exposition, we use henceforth for $t = 1$ the same notation as for general $t$, since there is no confusion possible.
2.1. State dynamics

The R package MSGARCH package implements two approaches to the dynamics of the state variable, namely the assumption of a first-order ergodic homogeneous Markov chain which characterizes the Markov-switching GARCH model of Haas et al. (2004a), and the assumption of independent draws from a multinomial distribution which characterizes the mixture of GARCH models of Haas, Mittnik, and Paolella (2004b).

First-order Markov chain

We assume that $s_t$ evolves according to an unobserved first-order ergodic homogeneous Markov chain with $K \times K$ transition probability matrix $P$:

$$P = \begin{bmatrix} p_{1,1} & \cdots & p_{1,K} \\ \vdots & \ddots & \vdots \\ p_{K,1} & \cdots & p_{K,K} \end{bmatrix},$$

where $p_{i,j} = P[s_t = j \mid s_{t-1} = i]$ is the probability of a transition from state $s_{t-1} = i$ to state $s_t = j$. Obviously, the following constraints hold: $0 < p_{i,j} < 1 \ \forall i,j \in \{1, \ldots, K\}$, and $\sum_{j=1}^{K} p_{i,j} = 1, \ \forall i \in \{1, \ldots, K\}$. Given the parametrization of $D(\cdot)$, we have $E[y_{it}^2 \mid s_t = k, I_{t-1}] = h_{k,t}$, that is, $h_{k,t}$ is the variance of $y_t$ conditional on the realization of $s_t = k$.

In the MSGARCH model of Haas et al. (2004a), the conditional variances $h_{k,t}$ for $k = 1, \ldots, K$ are assumed to follow $K$ separate GARCH-type processes which evolve in parallel.

Independent states

A related specification has been also introduced by Haas et al. (2004b) and is referred to as the mixture of GARCH. In this case, we assume that $s_t$ is sampled independently over time from a Multinomial distribution with support $\{1, \ldots, K\}$ and vector of probabilities $\omega = (\omega_1, \ldots, \omega_K)^T$, that is $P[s_t = k] = \omega_k$. We have that the same parametric formulation of (1) with $K$ separate GARCH-type models defined for each component of the mixture.

2.2. Conditional variance dynamics

As in Haas et al. (2004a), the conditional variance of $y_t$ is assumed to follow a GARCH-type model. Hence, conditionally on regime $s_t = k$, $h_{k,t}$ is available as a function of the past observation, $y_{t-1}$, past variance $h_{k,t-1}$, and the additional regime-dependent vector of parameters $\theta_k$:

$$h_{k,t} = h(y_{t-1}, h_{k,t-1}, \theta_k), \quad (2)$$

where $h(\cdot)$ is a $I_{t-1}$-measurable function that defines the filter for the conditional variance and also ensures its positiveness. In the MSGARCH package, the initial value of the variance recursions, that is $h_{k,1}$ ($k = 1, \ldots, K$), are set equal to the unconditional variance in regime $k$. Depending on the form of $h(\cdot)$, we obtain different scedastic specifications. In the R package MSGARCH, we follow this specification in order to reduce model complexity. Finally, when $K = 1$, we recover single-regime GARCH-type models identified by the form of $h(\cdot)$.

---

4The mixture of GARCH model presented in Haas et al. (2004b) allows for interactions between the mixture component variances. Here, we report the case referred to as “Diagonal” by Haas et al. (2004b).
Below we briefly present the scedastic specifications available in the R package `MSGARCH`. Each of them is identified with a label used in the code for defining a model specification. Similarly, model coefficients are also identified with labels.

**ARCH model**
The ARCH model of Engle (1982) is given by:

\[ h_{k,t} \equiv \alpha_{0,k} + \alpha_{1,k} y^2_{t-1}, \]

for \( k = 1, \ldots, K \). In this case, we have \( \theta_k = (\alpha_{0,k}, \alpha_{1,k})^\top \). To ensure positivity, we require that \( \alpha_{0,k} > 0 \) and \( \alpha_{1,k} \geq 0 \). Covariance-stationarity in each regime is obtained by requiring that \( \alpha_{1,k} < 1 \). The ARCH specification is identified with the label "sARCH".

**GARCH model**
The GARCH model of Bollerslev (1986) is given by:

\[ h_{k,t} \equiv \alpha_{0,k} + \alpha_{1,k} y^2_{t-1} + \beta_k h_{k,t-1}, \]

for \( k = 1, \ldots, K \). In this case, we have \( \theta_k = (\alpha_{0,k}, \alpha_{1,k}, \beta_k)^\top \). To ensure positivity, we require that \( \alpha_{0,k} > 0, \alpha_{1,k} > 0, \) and \( \beta_k \geq 0 \). Covariance-stationarity in each regime is obtained by requiring that \( \alpha_{1,k} + \beta_k < 1 \). The GARCH specification is identified with the label "sGARCH".

**EGARCH model**
The Exponential GARCH (EGARCH) of Nelson (1991) is given by:

\[
\ln(h_{k,t}) \equiv \alpha_{0,k} + \alpha_{1,k}(|\eta_{k,t-1}| - E[|\eta_{k,t-1}|]) + \alpha_{2,k} |\eta_{k,t-1}| + \beta_k \ln(h_{k,t-1}),
\]

for \( k = 1, \ldots, K \), where the expectation \( E[|\eta_{k,t-1}|] \) is taken with respect to the distribution conditional on regime \( k \). In this case, we have \( \theta_k = (\alpha_{0,k}, \alpha_{1,k}, \alpha_{2,k}, \beta_k)^\top \). This specification takes into consideration the so-called leverage effect where past negative observations have a larger influence on the conditional volatility than past positive observations of the same magnitude (Black 1976; Christie 1982). Positivity is automatically ensured by the model specification. Covariance-stationarity in each regime is obtained by requiring that \( \beta_k < 1 \). The EGARCH specification is identified with the label "eGARCH".

**GJR model**
The GJR model of Glosten, Jagannathan, and Runkle (1993) is also able to capture the asymmetry in the conditional volatility process. This model is given by:

\[ h_{k,t} \equiv \alpha_{0,k} + (\alpha_{1,k} + \alpha_{2,k} I\{y_{t-1} < 0\}) y^2_{t-1} + \beta_k h_{k,t-1}, \]

for \( k = 1, \ldots, K \), where \( I\{\cdot\} \) is the indicator function taking value one if the condition holds, and zero otherwise. In this case, we have \( \theta_k = (\alpha_{0,k}, \alpha_{1,k}, \alpha_{2,k}, \beta_k)^\top \). The parameter \( \alpha_{2,k} \) controls the degree of asymmetry in the conditional volatility response to the past shock in regime \( k \). To ensure positivity, we require that \( \alpha_{0,k} > 0, \alpha_{1,k} > 0, \alpha_{2,k} \geq 0, \beta_k \geq 0 \). Covariance-stationarity in each regime is obtained by requiring that \( \alpha_{1,k} + \alpha_{2,k} E[|\eta_{k,t-1}|I\{\eta_{k,t} < 0\}] + \beta_k < 1 \). The GJR specification is identified with the label "gjrGARCH".
Zakoian (1994) introduces the TGARCH specification where the conditional volatility is the dependent variable instead of the conditional variance. This model is given by:

\[ h_{k,t}^{1/2} = \alpha_{0,k} + (\alpha_{1,k}\mathbb{I}\{y_{t-1} \geq 0\} - \alpha_{2,k}\mathbb{I}\{y_{t-1} < 0\})y_{t-1} + \beta_k h_{k,t-1}^{1/2}, \]

for \( k = 1, \ldots, K \). In this case, we have \( \theta_k = (\alpha_{0,k}, \alpha_{1,k}, \alpha_{2,k}, \beta_k)^\top \). To ensure positivity, we require that \( \alpha_{0,k} > 0 \), \( \alpha_{1,k} > 0 \), \( \alpha_{2,k} > 0 \) and \( \beta_k \geq 0 \). Covariance-stationarity in each regime is obtained by requiring that \( \alpha_{2,1} + \beta_k(\alpha_{1,k} + \alpha_{2,k})E[\eta_{k,k}\mathbb{I}\{\eta_{k,k} < 0\}] - (\alpha_{1,k}^2 - \alpha_{2,k}^2)E[\eta_{k,k}^2\mathbb{I}\{\eta_{k,k} < 0\}] < 1 \) (see Francq and Zakoian 2011, Section 10.2). The TGARCH specification is identified with the label "tGARCH".

The quantities \( E[\eta_{k,k}\mathbb{I}\{\eta_{k,k} < 0\}] \) and \( E[\eta_{k,k}^2\mathbb{I}\{\eta_{k,k} < 0\}] \) required for the covariance-stationarity conditions in the GJR and TGARCH models, and the quantity \( E[|\eta_{k,t-1}|] \) required in the conditional variance equation of the EGARCH model, are implemented following Trottier and Ardia (2016).

### 2.3. Conditional distribution

Model specification is completed by the definition of the conditional distribution of the standardized innovations \( \eta_{k,k} \) in each regime of the Markov chain. Here, we present the conditional distributions available in the R package MSGARCH. The most common distributions employed to model financial log-returns are implemented; additional distributions might be included in a future release of the R package MSGARCH if required by the users. Each distribution is standardized to have a zero mean and a unit variance. As for the conditional variance specification, distributions are identified with labels. Here we drop the time and regime indices for notational purposes, but the shape parameters can be conditional on the regime.

**Normal distribution**

The probability density function (PDF) of the standard normal distribution is given by:

\[ f_N(\eta) \equiv \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}\eta^2}, \quad \eta \in \mathbb{R}. \]

This distribution is identified with the label "norm".

**Student-t distribution**

The PDF of the standardized Student-t distribution is given by:

\[ f_S(\eta; \nu) \equiv \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{\nu-2}\pi \Gamma\left(\frac{\nu}{2}\right)} \left(1 + \frac{\eta^2}{\nu-2}\right)^{-\frac{\nu+1}{2}}, \quad \eta \in \mathbb{R}, \]

where \( \Gamma(\cdot) \) is the Gamma function. The constraint \( \nu > 2 \) is imposed to ensure that the second order moment exists. The kurtosis of this distribution is higher for lower \( \nu \).\footnote{For \( \nu = \infty \), the Student-t distribution is equivalent to the normal distribution.} This distribution is identified with the label "std".
GED distribution

The PDF of the standardized generalized error distribution (GED) is given by:

\[ f_{\text{GED}}(\eta; \nu) \equiv \frac{\nu e^{-\frac{1}{2} (|\eta/\lambda|^\nu)}}{\lambda^2 (1 + 1/\nu) \Gamma(1/\nu)} \], \quad \lambda \equiv \left( \frac{\Gamma(1/\nu)}{4^{1/\nu} \Gamma(3/\nu)} \right)^{1/2}, \quad \eta \in \mathbb{R}, \]

where \( \nu > 0 \) is the shape parameter.\(^6\) This distribution is identified with the label "ged".

Skewed distributions

Fernández and Steel (1998) provide a simple way to introduce skewness into any unimodal standardized distribution, via the additional parameter \( \xi > 0 \); if \( \xi = 1 \) the distribution turns out to be symmetric. Trottier and Ardia (2016) derive the moments of the standardized Fernandez-Steel skewed distributions which are needed in the estimation of the EGARCH, GJR, and TGARCH models. We refer the reader to that publication for details. The skewed version of the normal, Student-\( t \), and GED distributions are identified with the labels "snorm", "sstd", and "sged", respectively.

In Panels A and B of Table 1, we provide a summary of the scedastic functions and conditional distributions available in the package.

2.4. Model estimation

Estimation of MSGARCH and mixture of GARCH models can be done either by maximum likelihood (ML) or by Bayesian Markov chain Monte Carlo (MCMC) techniques. Both approaches require the evaluation of the likelihood function.

Let \( \Psi \equiv (\theta_1, \xi_1, \ldots, \theta_K, \xi_K, \mathbf{P}) \) be the vector of model parameters. The likelihood function is:

\[ L(\Psi | \mathcal{I}_T) \equiv \prod_{t=1}^{T} f(y_t | \Psi, \mathcal{I}_{t-1}), \quad (3) \]

where \( f(y_t | \Psi, \mathcal{I}_{t-1}) \) denotes the density of \( y_t \) given past observations, \( \mathcal{I}_{t-1} \), and model parameters \( \Psi \). For MSGARCH, the conditional density of \( y_t \) is:

\[ f(y_t | \Psi, \mathcal{I}_{t-1}) \equiv \sum_{i=1}^{K} \sum_{j=1}^{K} p_{i,j} z_{i,t-1} f_D(y_t | s_t = j, \Psi, \mathcal{I}_{t-1}), \quad (4) \]

where \( z_{i,t-1} \equiv \mathbb{P}[s_{t-1} = i | \Psi, \mathcal{I}_{t-1}] \) represents the filtered probability of state \( i \) at time \( t-1 \) obtained via Hamilton’s filter; see Hamilton (1989) and Hamilton (1994, Chapter 22) for details. Similarly, for the mixture of GARCH model, the conditional density of \( y_t \) is:

\[ f(y_t | \Psi, \mathcal{I}_{t-1}) \equiv \sum_{j=1}^{K} \omega_j f_D(y_t | s_t = j, \Psi, \mathcal{I}_{t-1}). \quad (5) \]

In both (4) and (5), the conditional density of \( y_t \) in state/component \( s_t = k \) given \( \Psi \) and \( \mathcal{I}_{t-1} \) is denoted by \( f_D(y_t | s_t = k, \Psi, \mathcal{I}_{t-1}) \).

\(^6\)Special cases of this distribution are obtained for \( \nu = 1 \) (Laplace distribution) and \( \nu = 2 \) (normal distribution). The uniform distribution is obtained in the limit \( \nu \to \infty \).
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**Panel A: Conditional volatility models**

<table>
<thead>
<tr>
<th>Model</th>
<th>Label</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCH</td>
<td>&quot;sARCH&quot;</td>
<td>( h_t \equiv \alpha_0 + \alpha_1 y_{t-1}^2 )</td>
</tr>
<tr>
<td>GARCH</td>
<td>&quot;gARCH&quot;</td>
<td>( h_t \equiv \alpha_0 + \alpha_1 y_{t-1}^2 + \beta h_{t-1} )</td>
</tr>
<tr>
<td>EGARCH</td>
<td>&quot;eGARCH&quot;</td>
<td>( \ln(h_t) \equiv \alpha_0 + \alpha_1 (</td>
</tr>
<tr>
<td>GJR</td>
<td>&quot;gJRARCH&quot;</td>
<td>( h_t \equiv \alpha_0 + \alpha_1 y_{t-1}^2 + \alpha_2 y_{t-1}^2 {y_{t-1} &lt; 0} + \beta h_{t-1} )</td>
</tr>
<tr>
<td>TGARCH</td>
<td>&quot;tGARCH&quot;</td>
<td>( h_{1/2}^t \equiv \alpha_0 + \alpha_1 y_{t-1} {y_{t-1} \geq 0} + \alpha_2 y_{t-1} {y_{t-1} &lt; 0} + \beta h_{1/2}^{t-1} )</td>
</tr>
</tbody>
</table>

**Panel B: Conditional distributions**

<table>
<thead>
<tr>
<th>Model</th>
<th>Label</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>&quot;norm&quot;</td>
<td>( f_N(\eta) \equiv \frac{1}{\sqrt{2\pi}} e^{-\frac{\eta^2}{2}}, \eta \in \mathbb{R} )</td>
</tr>
<tr>
<td>Student-( t )</td>
<td>&quot;std&quot;</td>
<td>( f_S(\eta; \nu) \equiv \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{(\nu-2)\pi} \Gamma\left(\frac{\nu}{2}\right)} \left(1 + \left(\frac{\eta^2}{\nu-2}\right)\right)^{-\frac{\nu+1}{2}}, \eta \in \mathbb{R} )</td>
</tr>
<tr>
<td>GED</td>
<td>&quot;ged&quot;</td>
<td>( f_{GED}(\eta; \nu) \equiv \frac{\nu}{\lambda^2} \frac{\left(\frac{\nu}{\nu+1}/\lambda\right)^{\frac{\nu}{\nu+1}}}{\Gamma\left(\frac{\nu+1}{\nu}\right)} \frac{\Gamma\left(\frac{1}{\nu}\right)}{\Gamma\left(\frac{3}{\nu}\right)} \Gamma\left(\frac{1}{\nu}\right)^{\frac{1}{2}}, \eta \in \mathbb{R} )</td>
</tr>
<tr>
<td>Skewed normal</td>
<td>&quot;snorm&quot;</td>
<td>See Trottier and Ardia (2016, Equation 1)</td>
</tr>
<tr>
<td>Skewed Student-( t )</td>
<td>&quot;sstd&quot;</td>
<td>See Trottier and Ardia (2016, Equation 1)</td>
</tr>
<tr>
<td>Skewed GED</td>
<td>&quot;sged&quot;</td>
<td>See Trottier and Ardia (2016, Equation 1)</td>
</tr>
</tbody>
</table>

**Panel C: Methods**

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CreateSpec</td>
<td>Create a model specification</td>
</tr>
<tr>
<td>DIC</td>
<td>Compute the deviance information criterion</td>
</tr>
<tr>
<td>ExtractStateFit</td>
<td>Create a fitted object for each extracted regime</td>
</tr>
<tr>
<td>FitMCMC</td>
<td>Fit the model by Markov chain Monte Carlo</td>
</tr>
<tr>
<td>FitML</td>
<td>Fit the model by maximum likelihood</td>
</tr>
<tr>
<td>PIT</td>
<td>Compute the probability integral transform</td>
</tr>
<tr>
<td>predict</td>
<td>Compute the conditional volatility forecasts and the density forecasts</td>
</tr>
<tr>
<td>PredPdf</td>
<td>Compute the predictive density (PDF)</td>
</tr>
<tr>
<td>Risk</td>
<td>Compute the value-at-risk and expected-shortfall risk measures</td>
</tr>
<tr>
<td>simulate</td>
<td>Simulate a MSGARCH process</td>
</tr>
<tr>
<td>State</td>
<td>Compute the in-sample state probabilities</td>
</tr>
<tr>
<td>TransMat</td>
<td>Compute the transition matrix</td>
</tr>
<tr>
<td>UncVol</td>
<td>Compute the unconditional volatility</td>
</tr>
<tr>
<td>Volatility</td>
<td>Compute the in-sample conditional volatilities</td>
</tr>
</tbody>
</table>

Table 1: Specifications and methods available in the R package MSGARCH. Panel A reports the conditional volatility models. Panel B reports the PDF of the conditional distributions. Panel C reports the methods.

The ML estimator \( \hat{\Psi} \) is obtained by maximizing the logarithm of (3).\(^\text{7}\) In the case of MCMC

\(^\text{7}\)Starting values are chosen in the following way: 1) estimate using an expectation-maximization algorithm the static version of the model, that is, with \( h_{k,t} = \hat{h}_k \); 2) assign each observation to a regime of the Markov chain using the Viterbi algorithm (see Viterbi 1967) and stack all the series in \( K \) vectors, one for each regime; 3) estimate via Quasi-maximum likelihood a volatility model for each vector of decoded observations; 4) estimate via ML the shape parameters of the conditional distribution of the standardized decoded observations. Positivity and covariance-stationarity constraints are guaranteed through specific parameter-mapping functions.
estimation, we follow Ardia (2008), by combining the likelihood with a diffuse (truncated) prior \( f(\Psi) \) to build the kernel of the posterior distribution \( f(\Psi | I_T) \). As the posterior is of an unknown form (the normalizing constant is numerically intractable), it must be approximated by simulation techniques. In the R package MSGARCH, draws from the posterior are generated with the adaptive random-walk Metropolis sampler of Vihola (2012). For both ML and MCMC estimations, positivity and covariance-stationarity constraints of the conditional variance in each regime are ensured during the estimation.\(^8\)

As detailed in Frühwirth-Schnatter (2006), mixture (and therefore Markov-switching) models are identified up to a relabeling of the coefficients. For MSGARCH and mixture of GARCH models, the same applies when the model specification in each regime is the same, and the prior is symmetric. In the R package MSGARCH, by default the identification is carried out by ordering the states according to the unconditional variance of each GARCH-type process, from lower to higher values.

In the case of the Bayesian estimation, the likelihood function is combined with a prior \( f(\Psi) \) to build the kernel of the posterior distribution \( f(\Psi | I_T) \). We build our prior from independent diffuse priors as follows:

\[
 f(\Psi) = f(\theta_1, \xi_1) \cdots f(\theta_K, \xi_K) f(P) \\
 f(\theta_k, \xi_k) \propto f(\theta_k) f(\xi_k) I\{ (\theta_k, \xi_k) \in CSC_k \} \quad (k = 1, \ldots, K) \\
 f(\theta_k) \propto f_N(\theta_k; \mu_{\theta_k}, \text{diag}(\sigma_{\theta_k}^2)) I\{ \theta_k \in PC_k \} \quad (k = 1, \ldots, K) \\
 f(\xi_k) \propto f_N(\xi_k; \mu_{\xi_k}, \text{diag}(\sigma_{\xi_k}^2)) I\{ \xi_{k,1} > 0, \xi_{k,2} > 2 \} \quad (k = 1, \ldots, K) \\
 f(P) \propto \prod_{i=1}^{K} \left( \prod_{j=1}^{K} p_{i,j} \right) I\{0 < p_{i,i} < 1\},
\]

where \( CSC_k \) denotes the covariance-stationarity condition and \( PC_k \) the positivity condition in regime \( k \); see Trottier and Ardia (2016). \( \xi_{k,1} \) is the asymmetry parameter and \( \xi_{k,2} \) the tail parameter of the skewed Student-\( t \) distribution in regime \( k \). \( f_N(\cdot; \mu, \Sigma) \) denotes the multivariate normal density with mean vector \( \mu \) and covariance matrix \( \Sigma \). Finally, \( \mu_* \) and \( \sigma^2_* \) are vectors of prior means and variances (of appropriate sizes), whose entries are set by default to zero and to 1,000, respectively.

3. The R package MSGARCH

3.1. Model specification

Model specification in the R package MSGARCH is performed via the `CreateSpec()` function. `CreateSpec()` accepts several arguments and returns an S3 object of class `MSGARCH_SPEC` for which methods such as `print()` and `summary()` (among others) are available; we refer the reader to `help("CreateSpec")` for the complete documentation. The arguments of `CreateSpec()` are:

\(^8\)Note that these constraints are stronger than those derived by Haas et al. (2004a). However, they allow us to introduce a wider range of conditional variance specifications and distributional assumptions in the MSGARCH package.
• `variance.spec`: A list with the element `model`, a character vector (of size $K$, that is, the number of regimes/components) containing the conditional variance specifications. Valid models are "sARCH", "sGARCH", "eGARCH", "gjrGARCH" and "tGARCH" (see Section 2.2 for details). By default, `variance.spec = list(model = c("sGARCH", "sGARCH"))`

• `distribution.spec`: A list with element `distribution`, a character vector (of size $K$) containing the conditional distribution specifications. Valid distributions are "norm", "snorm", "std", "sstd", "ged", and "sged" (see Section 2.3 for details). The length of `distribution` has to be the same as the length of `model`, otherwise an error is reported. By default, `distribution.spec = list(distribution = c("norm", "norm"))`.

• `switch.spec`: A list with elements `do.mix` and `K`. The first element, `do.mix`, is a logical indicating if the model specification is Markov-switching or mixture of GARCH. If `do.mix = TRUE`, a mixture of GARCH (Haas et al. 2004b) is specified, while if `do.mix = FALSE`, a MSGARCH (Haas et al. 2004a) is specified. By default `do.mix = FALSE`. The second element, `K`, is an integer which controls for the number of regime/components. If the length of `model` in `variance.spec` and `distribution` in `distribution.spec` is one, then the chosen specification is the same across the $K$ regime/components. By default, `K = NULL`, that is, the number of components is determined from the length of the vector `model` in `variance.spec`.

• `constraint.spec`: A list with elements `fixed` and `regime.const`. The first element, `fixed`, is a list with numeric entries and named elements. This argument controls for fixed parameters set by the user. The names of the `fixed` entries have to coincide with the labels associated to the model parameters. For instance, if `fixed = list(beta_1 = 0)`, `beta_1` will be fixed to 0 during the optimization. The second element, `regime.const`, is a character vector. It controls for the parameters which are set equal across regimes. The names of the entries in the list have to coincide with the names of the model parameters minus the regime indicator. For instance, if `constraint.spec = list(regime.const = "beta")`, all the parameters named `beta` will be the same across regimes. Note that both types of constraint cannot be defined contemporaneously, that is, either `fixed` or `regime.const` can be specified. By default, `fixed` and `regime.const` are set to `NULL`.

• `prior`: A list with elements `mean` and `sd`. The elements `mean` and `sd` are both lists with numeric named elements which allow the user to adjust the prior mean and standard deviation of the independent (symmetric) truncated normal priors in (6). The names of the entries in the lists have to coincide with the labels associated to model parameters. For instance, if `prior = list(mean = list(beta_1 = 0.7), sd = list(beta_1 = 0.1))`, the prior mean of `beta_1` will be set to 0.7 while the prior standard deviation will be set to 0.1.

As an illustration, let us consider the MSGARCH model of Haas et al. (2004a) with $K = 2$ regimes. This model assumes that conditionally on each regime of the Markov chain, returns are normally distributed with GARCH(1,1) variances. It can be easily specified with the following lines of code:
R> library("MSGARCH")
R> spec <- CreateSpec()

The relevant information is summarized with the `summary` method:

R> summary(spec)

Specification type: Markov-switching
Specification name: sGARCH_norm sGARCH_norm
Number of parameters in each variance model: 3 3
Number of parameters in each distribution: 0 0

Fixed parameters:
None

Across regime constrained parameters:
None

The output printed in the console provides information regarding: (i) the model, such as whether a Markov-switching or mixture of GARCH has been selected, (ii) the GARCH-type specification within each regime, (iii) the number of variance parameters, and (iv) the number of shape parameters in each regime. The presence of fixed parameters or equal parameters across regimes set by `fixed.pars` and `regime.const.pars` is also displayed.

We now report examples of various MSGARCH models that can be specified in the R package `MSGARCH`. We refer the reader to the documentation for additional examples; see `help("CreateSpec")`.

**Example 1: A single-regime model**

The R package `MSGARCH` also supports single-regime models, as they are the building blocks of Markov-switching models. A simple specification is the GARCH model with normal conditional distribution:

R> spec <- CreateSpec(variance.spec = list(model = "sGARCH"),
+                      distribution.spec = list(distribution = "norm"))

**Example 2: A model with heterogeneous regimes**

The R package `MSGARCH` has a modular approach to define the conditional variance and density in each regime, the state dynamics and the number of regimes. Thanks to this flexibility, the user can choose many combinations of specifications. Here we report an example of a three-state MSGARCH model, where each regime is characterized by a different conditional volatility and a different conditional distribution:

R> spec <- CreateSpec(
+                      variance.spec = list(model = c("sGARCH", "tGARCH", "eGARCH")),
+                      distribution.spec = list(distribution = c("snorm", "std", "sged")))
Example 3: A model with non-switching shape parameters

The user can also choose to constrain the parameters to be the same across regimes. In the R package MSGARCH package, the shape parameters $\nu$ and $\xi$ reported in Section 2.3 are identified with the labels "nu" and "xi", respectively. Here is an example of a two-state MSGARCH model where the conditional distributions’ shape parameters of both regimes are constrained to be the same:

```r
R> spec <- CreateSpec(variance.spec = list(model = c("sGARCH", "sGARCH")), + distribution.spec = list(distribution = c("sstd", "sstd")), + constraint.spec = list(regime.const = c("nu", "xi")))
```

In this model, the only element that switches according to the Markov chain is the conditional variance.

### 3.2. Model estimation

In the R package MSGARCH, model estimation can be either achieved by maximum likelihood (ML) using the function `FitML()`, or via Markov chain Monte Carlo (MCMC) simulation using the function `FitMCMC()`.\(^9\) These functions accept three common arguments which are: (i) `spec`, (ii) `data`, and (iii) `ctr`. The first argument, `spec`, is an `MSGARCH_SPEC` object created with the `CreateSpec()` function detailed in Section 3.1. The second argument, `data`, is a numeric vector of $T$ observations. The last argument, `ctr`, is a list of control parameters for model estimation.

Control parameters are different between the `FitML()` and `FitMCMC()` functions. Regarding the function `FitML()`, the following controls may be defined:

- **par0**: A numeric vector of starting parameters that overwrites the default starting parameter scheme (see footnote 7 on page 8). The starting parameters should follow the order of the default parameter of the `MSGARCH_SPEC` object. By default `par0 = NULL`.

- **do.se**: A logical indicating if standard errors are computed. In the case where the standard errors are not needed, setting `do.se = FALSE` will speed up estimation. Default is `do.se = TRUE`.

- **OptimFUN**: A custom optimization function set by the user. By default, `OptimFUN` is set such that optimization is done via the well-known Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm using the `optim()` function with `method = "BFGS"`. For a custom optimizer, we refer to the examples in `help("FitML")`.

The function `FitML()` outputs an object of class `MSGARCH_ML_FIT` which can be used with several MSGARCH functionalities (see Section 3.5). We refer to `help("FitML")` for more details.

Regarding the function `FitMCMC()`, the following control parameters may be defined:

\(^9\)We follow Ardia (2008) and use non-informative truncated normal priors.
• **par0**: A numeric vector of starting parameters, as for `FitML()`.

• **nburn**: An integer indicating the number of discarded draws (i.e., the burn-in phase). Default is `nburn = 500L`.

• **nmcmc**: An integer indicating the number of MCMC draws. Default is `nmcmc = 10000L`.

• **nthin**: An integer indicating the thinning factor (every `nthin` draws are kept in the posterior sample). Default is `nthin = 10L`.

• **SamplerFUN**: A custom MCMC sampler. By default, `SamplerFUN` is set up such that the estimation relies on the adaptive Metropolis-Hastings sampler described in Vihola (2012). A custom MCMC sampler can be set up by the user using the `SamplerFUN` element of `ctr`. We refer to the example section of `help("FitMCMC")` for an illustration.

• **do.sort**: A logical indicating if the MCMC draws are post-processed and sorted following Geweke (2007). By default, `do.sort = TRUE`, such that the MCMC draws are ordered to ensure that the unconditional variance is an increasing function of the state value. If the user sets `do.sort = FALSE`, no sorting is imposed, and label switching can occur (for a given model specification). In this case, the user can extract the MCMC chain and investigate a suitable identification constraint with the R package `label.switching` (Papastamoulis 2016).

The main purpose of `nthin` is to diminish the autocorrelation in the MCMC chain. The argument `nburn` also serves as a pre-optimization step. The total length of the chain is: `nmcmc/nthin`. Finally, the chain is converted to a `coda` object, meaning that all functions for MCMC analysis available in the R package `coda` (Plummer, Best, Cowles, and Vines 2006) are available.

**Illustration of `FitML()`**

As an example, we estimate the MSGARCH model of Haas et al. (2004a) on daily observations of the Deutschmark vs. British Pound (DEM/GBP) foreign exchange log-returns available in the `MSGARCH` package. The sample period is from January 3, 1985, to December 31, 1991, for a total of 1,974 observations. This data set has been promoted as a standard benchmark for GARCH time series software validation (Brooks, Burke, and Persand 2001). It can be loaded in the workspace by running:

```R
R> data("dem2gbp", package = "MSGARCH")
```

We then fit the model to the `dem2gbp` data set using:

```R
R> ms2.garch.n <- CreateSpec(variance.spec = list(model = "sGARCH"), + distribution.spec = list(distribution = "norm"), + switch.spec = list(K = 2))
R> fit.ml <- FitML(spec = ms2.garch.n, data = dem2gbp)
R> summary(fit.ml)
```

---

10 Since our MCMC sampler does not generate draws for the state variable, only the methods `aic`, `pra`, `stephens`, and `sjw` in the R package `label.switching` can be used.
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Specification type: Markov-switching
Specification name: sGARCH_norm sGARCH_norm
Number of parameters in each variance model: 3 3
Number of parameters in each distribution: 0 0

Fixed parameters:
None

Across regime constrained parameters:
None

Fitted parameters:

|                | Estimate | Std. Error | t value | Pr(>|t|) |
|----------------|----------|------------|---------|----------|
| alpha0_1       | 0.0007   | 0.0003     | 2.307   | 1.053e-02|
| alpha1_1       | 0.0515   | 0.0184     | 2.796   | 2.590e-03|
| beta_1         | 0.9178   | 0.0061     | 149.819 | <1e-16   |
| alpha0_2       | 0.2813   | 0.1495     | 1.882   | 2.994e-02|
| alpha1_2       | 0.4805   | 0.4764     | 1.008   | 1.566e-01|
| beta_2         | 0.3996   | 0.2202     | 1.815   | 3.479e-02|
| P_1_1          | 0.9109   | 0.0680     | 13.394  | <1e-16   |
| P_2_1          | 0.5947   | 0.0369     | 16.127  | <1e-16   |

Transition matrix:

<table>
<thead>
<tr>
<th></th>
<th>t+1</th>
<th>k=1</th>
<th>t+1</th>
<th>k=2</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>k=1</td>
<td>0.9109</td>
<td>0.0891</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>k=2</td>
<td>0.5947</td>
<td>0.4053</td>
<td></td>
</tr>
</tbody>
</table>

Stable probabilities:
State 1 State 2
0.8697 0.1303

LL: -971.911
AIC: 1959.822
BIC: 2004.5245

The output of `summary()` reports various information regarding model estimation. Estimated parameters are displayed along with significance levels according to their asymptotic Gaussian distribution. The summary also returns the unconditional distribution (Stable probabilities) of the Markov chain, π, such that \( P\pi = \pi \). Finally, the log-likelihood evaluated at its optimum together with Akaike and Bayesian information criteria are also reported. Note that the ML estimation results are ordered with respect to the unconditional variance in each regime, from lower to higher values, when regimes have the same model specification.
Illustration of FitMCMC()

The function `FitMCMC()` outputs an object of class ‘MSGARCH_MCMC_FIT’ which, like the class ‘MSGARCH_ML_FIT’, can be used with several MSGARCH functionalities. We refer the reader to the documentation for details; see `help("FitMCMC")`.

Bayesian estimation for the MSGARCH model previously specified in the object `ms2.garch.n` is easily performed with:

```r
R> set.seed(1234)
R> fit.mcmc <- FitMCMC(spec = ms2.garch.n, data = dem2gbp)
```

The adaptive MCMC estimation procedure generates draws from the posterior distribution. These draws, referred to as the posterior sample, are used to characterize the distribution of the parameters. As for `FitML()`, the `summary()` method is defined for an object of class ‘MSGARCH_MCMC_FIT’ delivered by `FitMCMC()`:

```r
R> summary(fit.mcmc)
```

```
Specification type: Markov-switching
Specification name: sGARCH_norm sGARCH_norm
Number of parameters in each variance model: 3 3
Number of parameters in each distribution: 0 0

Fixed parameters:
None

Across regime constrained parameters:
None

Posterior sample (size: 1000)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>TSSE</th>
<th>RNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>alpha0_1</td>
<td>0.0011</td>
<td>0.0003</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.5000</td>
</tr>
<tr>
<td>alpha1_1</td>
<td>0.0315</td>
<td>0.0074</td>
<td>0.0002</td>
<td>0.0003</td>
<td>0.4944</td>
</tr>
<tr>
<td>beta_1</td>
<td>0.9401</td>
<td>0.0118</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.4751</td>
</tr>
<tr>
<td>alpha0_2</td>
<td>0.6341</td>
<td>0.1200</td>
<td>0.0038</td>
<td>0.0061</td>
<td>0.3807</td>
</tr>
<tr>
<td>alpha1_2</td>
<td>0.0756</td>
<td>0.0475</td>
<td>0.0015</td>
<td>0.0034</td>
<td>0.1900</td>
</tr>
<tr>
<td>beta_2</td>
<td>0.0431</td>
<td>0.0680</td>
<td>0.0022</td>
<td>0.0043</td>
<td>0.2535</td>
</tr>
<tr>
<td>P_1_1</td>
<td>0.9565</td>
<td>0.0095</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.5135</td>
</tr>
<tr>
<td>P_2_1</td>
<td>0.1785</td>
<td>0.0286</td>
<td>0.0009</td>
<td>0.0018</td>
<td>0.2500</td>
</tr>
</tbody>
</table>

Posterior mean transition matrix:

<table>
<thead>
<tr>
<th>t+1</th>
<th>k=1</th>
<th>t+1</th>
<th>k=2</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>k=1</td>
<td>0.9565</td>
<td>0.0435</td>
</tr>
<tr>
<td>t</td>
<td>k=2</td>
<td>0.1785</td>
<td>0.8215</td>
</tr>
</tbody>
</table>
```

The adaptive MCMC sampler requires Cholesky decomposition and eigenvalue calculation. The obtained results, therefore, depend on the linear algebra library used. We refer the reader to the computational details at the end of the paper for more discussion about this.
Among the various information reported, part of the output is generated by calling the `summary()` method of the R package `coda` (Plummer et al. 2006). This part coincides with: (i) the posterior mean (`Mean`), (ii) standard deviation (`SD`), (iii) naive standard error of the mean (i.e., ignoring the autocorrelation in the MCMC chain) (`SE`), (iv) time series standard error based on an estimate of the spectral density at zero (`TSSE`), and (v) the relative numerical efficiency (`RNE`), defined as $(\text{SE}/\text{TSSE})^2$. Other useful statistics are the acceptance rate of the MCMC sampler and the deviance information criterion (DIC) of Spiegelhalter, Best, Carlin, and Van der Linde (2002).

### 3.3. Forecasting

The R package `MSGARCH` implements functionalities to perform forecasting of the underlying time series for which the model has been estimated. Suppose an MSGARCH model is estimated using the first $T$ observations ($y_1, \ldots, y_T$). Then, the user may be interested in: (i) forecasting the volatility at time $T+h$ ($h > 0$), that is, the standard deviation of the random variable $y_{T+h} | I_T$; or (ii) forecasting the shape of the distribution of $y_{T+h} | I_T$. Both types of forecasts can be easily obtained using the function `predict()` in the R package `MSGARCH` starting from an object of class `MSGARCH_MLE_FIT` or `MSGARCH_BAY_FIT` obtained via the functions `FitML()` and `FitMCMC()`, respectively.

Volatility and density forecasts are performed via the `predict()` method defined for an object of class `MSGARCH_MLE_FIT` or `MSGARCH_BAY_FIT`. The horizon of the prediction, $h$, is determined with the integer argument `nahead` (default: `nahead = 1L`). For $h = 1$, the predictive volatility and density are available in closed form; in other circumstances ($if \, h > 1$) forecasts are obtained by simulation, drawing iteratively a new observation from the (one-step ahead) predictive distribution and updating the $K$ conditional variance processes accordingly. The number of draws controlling for the accuracy of the simulations are defined in the `ctr` argument. Specifically, the entry `nsim` in `ctr` defines the number of draws such that, `ctr = list(nsim = 1e4L)` indicates that 10,000 simulations are performed.

If an object of class `MSGARCH_BAY_FIT` is provided, the number of simulations used to draw from the predictive distribution is equal to the number of draws in the posterior distributions.\(^{12}\) However, if `nsim` is specified, then for each posterior draw, `nsim` observations are sampled.

\(^{12}\)This is specified in the `ctr` argument of the `FitMCMC()` function via the `nmcmc` argument.
The `predict()` method returns an object of class ‘MSGARCH_FORECAST’ with two elements: `vol` and `draw`. The first element, `vol`, is a numeric vector of length `h`, containing the standard deviations of the distributions $y_{T+j} | I_T$ for $j = 1,\ldots,h$. The second element, `draw`, is a matrix of dimension $h \times \text{nsim}$ of the simulated MSGARCH process. If we set `do.return.draw = FALSE` in the function call, then `draw` is NULL.

For instance, the following code returns the five-step ahead conditional volatilities and draws for the `dem2gbp` log-returns data using the MSGARCH model of Haas et al. (2004a) estimated in Section 3.2:

```
R> pred <- predict(fit.ml, nahead = 5, do.return.draw = TRUE)
R> pred$vol
   h=1  h=2  h=3  h=4  h=5
0.4006 0.3967 0.3836 0.3938 0.4004

R> pred$draw[, 1:4]

       Sim #1     Sim #2    Sim #3    Sim #4
h=1  0.27169 0.39881 0.38930 0.185686
h=2 -0.04223-0.08693-0.15566-0.083054
h=3 -0.03076-0.55994 0.28841-0.060956
h=4  0.00159 0.27208-0.17250 0.086989
h=5 -0.18180-0.06522-1.60924 0.004029
```

The `predict()` method also accepts the additional numeric argument `newdata` which allows us to use a previous fit and to augment the data with new observations before forecasting. Thus, if the vector of new observations is of size $T^*$, the prediction is made for the random variable $y_{T+T^*+h} | I_{T+T^*}$, using the parameter estimates obtained with observations up to time $T$.

### 3.4. Quantitative risk management

One of the main applications of MSGARCH models is in quantitative finance where investors want to allocate their wealth among a series of risky investment opportunities. In this area, observations usually coincide with log-returns of financial assets, and quantities of interest include the quantile of their future distribution at a specific risk level $\alpha \in (0,1)$ as well as their expected value below this level. These two quantities are referred to as value-at-risk (VaR) and expected-shortfall (ES), respectively (see, e.g., McNeil et al. 2015). The VaR measures the threshold value such that the probability of observing a loss larger or equal to it in a given time horizon is equal to $\alpha$. The ES measures the expected loss below the VaR level.

Formally, the VaR forecast in $T+1$ at risk level $\alpha$ (given the information set up to at time $T$) is defined as:

$$\text{VaR}_{T+1}^\alpha \equiv \inf \{ y_{T+1} \in \mathbb{R} \mid F(y_{T+1} | I_T) = \alpha \},$$

where $F(y | I_T)$ is the one-step ahead cumulative density function (CDF) evaluated in $y$. The ES is obtained as:

$$\text{ES}_{T+1}^\alpha \equiv \mathbb{E}[y_{T+1} \mid y_{T+1} \leq \text{VaR}_{T+1}^\alpha, I_T],$$
It is straightforward to estimate these two metrics with the R package MSGARCH, starting from a fitted object of class `MSGARCH_ML_FIT` or `MSGARCH_MCMC_FIT`. Evaluation of VaR and ES can be performed both in-sample and out-of-sample using the `Risk()` function. In-sample evaluation means that we want to investigate the evolution of the two risk measures over the estimation period, whereas out-of-sample refers to prediction. The \( \alpha \) level is controlled via the `alpha` argument in `Risk()`. The argument `alpha` is a numeric vector such that different \( \alpha \) levels can be evaluated contemporaneously. By default `alpha = c(0.01, 0.05)`. Other arguments are:

- `do.es`: A logical indicating if expected-shortfall is also calculated. By default, `do.es = TRUE`, such that both VaR and ES are reported. (Note that `do.es = FALSE` speeds up the computations.)
- `do.its`: A logical indicating if in-sample risk measures are computed. Default is `do.its = FALSE` such that out-of-sample risk measures are computed.
- `newdata`: A numeric vector of new observations (see Section 3.3). By default, `newdata = NULL`.
- `nahead`: An integer indicating the forecast horizon. By default, `nahead = 1L`.
- `do.cumulative`: A logical indicating if the risk measure should be computed on the distribution of simulated cumulative values. This is useful in the case of log-returns, to compute the risk measures for the distribution of aggregated returns. By default, `do.cumulative = FALSE`.
- `ctr`: A list of control parameters; see `help("Risk")`.

The function `Risk()` creates an object of class `MSGARCH_RISK` with elements `VaR` and `ES`. Both VaR and ES are a matrix of dimension `nahead \times length(alpha)` containing the risk measures, VaR and ES, respectively. If `do.its = TRUE`, these matrices contain the in-sample levels such that their dimension is \( T \times length(alpha) \).

For instance, using the `fit.ml` object created in Section 3.3, the five-step ahead VaR and ES measures at the 1% and 5% risk levels are computed as follows:

```r
R> risk <- Risk(fit.ml, alpha = c(0.01, 0.05), nahead = 5)
```

```r
R> risk$VaR

          0.01      0.05
h=1 -1.211  -0.5851
h=2 -1.153  -0.5403
h=3 -1.101  -0.5469
h=4 -1.166  -0.5641
h=5 -1.085  -0.5614
```

```r
R> risk$ES
```

---

\(^{13}\)If `newdata` is provided, the dimension is \( (T + T^*) \times length(alpha) \), where, as before, \( T^* = length(newdata) \).
Note that, if model estimation is performed via MCMC, and hence an object of class ‘MSGARCH_MCMC_FIT’ is provided to Risk(), the VaR and ES measures integrate the parameter uncertainty; see Hoogerheide and Van Dijk (2010).

3.5. Other functionalities

Several other functionalities are available in the R package MSGARCH, which allow the user to extract the in-sample conditional volatility and latent states (functions Volatility() and State(), respectively), to simulate (function simulate()), to compute the predictive density (function PredPdf()) and the probability integral transform (function PIT()). We refer the reader to the documentation manual for details; see help("MSGARCH").

In all cases, objects of classes ‘MSGARCH_ML_FIT’ and ‘MSGARCH_MCMC_FIT’ can be used as an input. In the case of the MCMC estimation, all functions return the aggregated value (using the mean) over MCMC draws, thus integrating the parameter uncertainty.

For instance, we can easily simulate from the previous estimated model with FitML(). Below, we generate two paths of length four with a burn-in phase of length 500.

\[ R> \text{simulate(fit.ml, nsim = 2, nahead = 4, nburn = 500)} \]

`$draw`

<table>
<thead>
<tr>
<th>t</th>
<th>Sim #1</th>
<th>Sim #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1322</td>
<td>0.1943</td>
</tr>
<tr>
<td>2</td>
<td>-0.5581</td>
<td>0.2910</td>
</tr>
<tr>
<td>3</td>
<td>-0.5703</td>
<td>0.6642</td>
</tr>
<tr>
<td>4</td>
<td>-0.3568</td>
<td>0.2495</td>
</tr>
</tbody>
</table>

`$state`

<table>
<thead>
<tr>
<th>t</th>
<th>Sim #1</th>
<th>Sim #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

`$CondVol`

<table>
<thead>
<tr>
<th>t</th>
<th>k=1</th>
<th>Sim #1</th>
<th>Sim #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2962</td>
<td>0.4212</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.2866</td>
<td>0.4067</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.3035</td>
<td>0.3961</td>
<td></td>
</tr>
</tbody>
</table>
The function outputs the simulated MSGARCH process together with the simulated regimes and the conditional volatilities in each state.

It is worth emphasizing the difference between predict() and simulate(). The function predict() is used for forecasting the conditional volatility and the predictive distribution (using the argument do.return.draw = TRUE) while the function simulate() aims at generating simulation paths for a given MSGARCH model.

To perform in-sample model selection, information criteria such as the Akaike information criterion (Akaike 1974), the Bayesian information criterion (Schwarz 1978), and the deviance information criterion (Spiegelhalter et al. 2002) are available. These are all measures of the parsimony of statistical models in describing a given set of data, where lower values indicate a better performance in terms of goodness-of-fit. They are estimated with the functions AIC() and BIC() from the stats package (R Core Team 2018), and DIC() from the MSGARCH package, respectively.

For instance, the BIC can be computed from the model fit:

```R
R> BIC(fit.ml)
[1] 2005
```

Finally, the function ExtractStateFit() allows the user to extract single-regime model results from the fitted object ‘MSGARCH_ML_FIT’ or ‘MSGARCH_MCMC_FIT’. Hence, if the user estimates a model with K regimes, he can retrieve the information of the K single-regime layers as a list of length K. For instance, still considering the object fit.ml, if we want to predict the five-step ahead VaR conditionally of being in the two regimes, we simply write:

```R
R> sr.fit <- ExtractStateFit(fit.ml)
R> risk1 <- Risk(sr.fit[[1]], alpha = 0.05, nahead = 5)
R> risk2 <- Risk(sr.fit[[2]], alpha = 0.05, nahead = 5)
R> VaR <- cbind(risk1$VaR, risk2$VaR)
R> colnames(VaR) <- c("State 1", "State 2")
R> VaR
          State 1       State 2
h=1  -0.4411  -1.293
h=2  -0.4314  -1.515
h=3  -0.4244  -1.633
h=4  -0.4322  -1.724
h=5  -0.4206  -1.742
```
Hence, we are able to evaluate the risk exposure of an investment conditionally on different regimes of the market. All the other package functionalities, like `Volatility()` and `predict()`, can be applied to the single-regime layers extracted via `ExtractStateFit()`. This way, scenario analyses can be easily performed.

In Panel C of Table 1, we provide a summary of the various methods available in the package.

### 4. Empirical illustration

In this section, we illustrate how the R package **MSGARCH** can be used for model comparison, state/regime smoothing, and volatility filtering. Estimation via MCMC is also discussed. Our illustration focuses on an in-sample analysis of the daily log-returns of the major equity index for the Swiss market, namely the Swiss market index (SMI). MSGARCH models have been shown to be superior than single-regime counterparts on out-of-sample backtesting results; see Ardia, Bluteau, Boudt, and Catania (2018) for a large-scale empirical study of their performance. An example of a backtest implementation is provided at the end of this section.

The dataset can be loaded in the workspace by running `data("SMI", package = "MSGARCH")` in the console. The plot of the time series is presented in Figure 1. Well-known stylized facts observed in financial time series, such as volatility clustering and presence of outliers, are evident from Figure 1 (see, e.g., McNeil *et al.* 2015). Furthermore, we also note that large (absolute) returns are more frequent at the start (1990–1993) and at the end (1997–2000) of

![Figure 1: Percentage daily log-returns of the Swiss market index for a period ranging from November 12, 1990, to October 20, 2000, for a total of 2,500 observations.](image-url)
the sample, than in the middle (1993–1997). This suggests that the conditional variance is
time-varying according to a regime-switching specification. For the sake of illustration, we
consider the asymmetric two-state MSGARCH model implemented by Ardia (2008, Chap-
ter 7) and Mullen, Ardia, Gil, Windover, and Cline (2011, Section 5). This is an extension of
the MSGARCH model introduced in Haas et al. (2004a), where a GJR variance specification
with a Student-\(t\) distribution is assumed in each regime. The model may be written as:

\[
y_t | (s_t = k, I_{t-1}) \sim S(0, h_{k,t}, \nu), \\
h_{k,t} \equiv \alpha_{0,k} + (\alpha_{1,k} + \alpha_{2,k} \mathbb{I}_{y_{t-1} < 0})y_{t-1}^2 + \beta_k h_{k,t-1},
\]

where \(k \in \{1, 2\}\). Note that the degree of freedom parameter of the Student-\(t\) distribution is
fixed across the regimes. Model specification and ML estimation of this model is performed
with the following code:

\[
R> ms2.gjr.s <- \text{CreateSpec}(\text{variance.spec = list(model = "gjrGARCH"),} \\
+ \text{distribution.spec = list(distribution = "std"),} \\
+ \text{switch.spec = list(K = 2),} \\
+ \text{constraint.spec = list(regime.const = "nu"))} \\
R> \text{fit.ml <- FitML(ms2.gjr.s, data = SMI)}
\]

The summary of the estimation is obtained as follows:

\[
R> \text{summary(fit.ml)}
\]

Specification type: Markov-switching
Specification name: gjrGARCH_std gjrGARCH_std
Number of parameters in each variance model: 4
Number of parameters in each distribution: 1

Fixed parameters:
None

Across regime constrained parameters:
u

Fitted parameters:

| Parameter  | Estimate | Std. Error | t value | Pr(>|t|) |
|------------|----------|------------|---------|----------|
| alpha0_1   | 0.2071   | 0.0488     | 4.2432  | 1.102e-05 |
| alpha1_1   | 0.0005   | 0.0088     | 0.0569  | 4.773e-01 |
| alpha2_1   | 0.2137   | 0.0619     | 3.4505  | 2.798e-04 |
| beta_1     | 0.5264   | 0.0995     | 5.2921  | 1.739e-12 |
| nu_1       | 9.2468   | 1.3292     | 6.9569  | 1.739e-12 |
| alpha0_2   | 0.0922   | 0.0349     | 2.6397  | 4.149e-03 |
| alpha1_2   | 0.0052   | 0.0169     | 0.3050  | 3.802e-01 |
| alpha2_2   | 0.1516   | 0.0381     | 3.9771  | 3.488e-05 |
| beta_2     | 0.8716   | 0.0354     | 24.6380 | <1e-16   |
| P_1_1      | 0.9977   | 0.0014     | 701.8429 | <1e-16   |
Parameter estimates indicate that the evolution of the volatility process is heterogeneous across the two regimes. Indeed, we first note that the two regimes report different unconditional volatility levels:

\[ \begin{array}{c}
\text{State 1} \\
0.5407
\end{array}, \quad \begin{array}{c}
\text{State 2} \\
0.4593
\end{array} \]

as well as a different reactions to past negative returns: \( \alpha_{2,1} \approx 0.21 \) vs. \( \alpha_{2,2} \approx 0.15 \). Also the volatility persistence in the two regimes is different. The first regime reports \( \alpha_{1,1} + \frac{1}{2} \alpha_{2,1} + \beta_1 \approx 0.63 \) while the second regime reports \( \alpha_{1,2} + \frac{1}{2} \alpha_{2,2} + \beta_2 \approx 0.95. \)

In summary, the first regime is characterized by: (i) low unconditional volatility, (ii) strong volatility reaction to past negative returns, and (iii) low persistence of the volatility process. Differently, the second regime is characterized by: (i) high unconditional volatility, (ii) weak volatility reaction to past negative returns, and (iii) high persistence of the volatility process. Clearly, regime one would be perceived by market participants as “tranquil market conditions” with low volatility levels, low persistence and high reaction to past negative returns, while regime two as “turbulent market conditions” with high volatility levels and strong persistence.

Filtered, predicted, and smoothed probabilities (i.e., \( P[S_t = k | \Psi, I_t] \), \( P[S_t = k | \Psi, I_{t-1}] \) and \( P[S_t = k | \Psi, I_T] \), respectively) can be computed starting from estimated objects using the `State()` function. \( \text{State()} \) reports a list of four elements: (i) \( \text{FiltProb} \), (ii) \( \text{PredProb} \), (iii) \( \text{SmoothProb} \), and (iv) \( \text{Viterbi} \). The first three elements are array objects of dimension \( T \times 1 \times K \) containing the filtered, predicted, and smoothed probabilities at each time \( t \), respectively. The last element, \( \text{Viterbi} \), is a matrix of dimension \( T \times 1 \) of indices representing decoded states according to the Viterbi algorithm detailed in Viterbi (1967). For instance, smoothed probabilities of being in the second regime \( (k = 2) \) can be computed with the following code:

\[ \text{smoothed probabilities of being in the second regime} \]

\( R> \text{set.seed(1234)} \)
\( R> \sqrt{250} \times \text{sapply(ExtractStateFit(fit.ml), UncVol)} \)

\[ [1] \quad 11.87 \quad 22.04 \]
Fortunately, MCMC procedures can be used to explore the joint posterior distribution of $\theta$ as well as the filtered volatility of the overall process (bottom graph). Filtered (annualized) volatilities.

Figure 2: Top: Estimated smoothed probabilities of the second regime, $P[s_t = 2 | \hat{\Psi}, I_T]$, for $t = 1, \ldots, T$. The thin black line depicts the SMI log-returns. Bottom: Filtered conditional volatilities.

\begin{verbatim}
R> smooth.prob <- State(fit.ml)$SmoothProb[, 1, 2, drop = TRUE]
\end{verbatim}

Figure 2 displays the smoothed probabilities of being in regime two (high unconditional volatility regime), $P[S_t = 2 | I_T]$ for $t = 1, \ldots, T$, superimposed on the SMI log-returns (top graph) as well as the filtered volatility of the overall process (bottom graph). Filtered (annualized) volatilities are extracted from estimated object using the function Volatility():

\begin{verbatim}
R> vol <- sqrt(250) * Volatility(fit.ml)
\end{verbatim}

We refer the reader to help("Volatility") for further details. As expected, when the smoothed probabilities of regime two are near one, the filtered volatility of the process sharply increases. Interestingly, we further note that the Markov chain evolves persistently over time and that, in the limit, as reported by the summary() (Stable probabilities), the probabilities of being in the two states are about 54\% and 46\%. As documented by Ardia (2008) and Mullen et al. (2011), ML estimation can be difficult for MSGARCH-type models. Fortunately, MCMC procedures can be used to explore the joint posterior distribution of the model parameters, thus avoiding convergence to local maxima commonly encountered via ML estimation. The Bayesian approach offers additional advantages. For instance, exact
distributions of nonlinear functions of the model parameters can be obtained at low cost by simulating from the joint posterior distribution, and parameter uncertainty can be integrated in the forecasts through the predictive distribution.

To estimate MSGARCH-type models from a Bayesian viewpoint, the R package \texttt{MSGARCH} relies on the adaptive MCMC sampler of Vihola (2012).\footnote{However, as reported in Section 3.2, the user is free to implement his own sampler.} Specifically, the estimation method is a random-walk Metropolis-Hastings algorithm with coerced acceptance rate. We observed excellent performance in the context of (identified) mixture models. Using the ML parameter estimates as starting values, we can estimate the model by MCMC as follows:

\begin{verbatim}
R> nmcmc <- 12500
R> nburn <- 5000
R> nthin <- 5
R> ctr <- list(nmcmc = nmcmc, nburn = nburn, nthin = nthin, + par0 = fit.ml$par)
R> fit.mcmc <- FitMCMC(ms2.gjr.s, data = SMI, ctr = ctr)
R> summary(fit.mcmc)
\end{verbatim}

 Specification type: Markov-switching
 Specification name: gjrGARCH_std gjrGARCH_std
 Number of parameters in each variance model: 4 4
 Number of parameters in each distribution: 1 1

------------------------------------------
 Fixed parameters:
 None
------------------------------------------
 Across regime constrained parameters:
 nu
------------------------------------------
 Posterior sample (size: 2500)

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>TSSE</th>
<th>RNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>alpha0_1</td>
<td>0.2101</td>
<td>0.0323</td>
<td>0.0006</td>
<td>0.0015</td>
<td>0.1826</td>
</tr>
<tr>
<td>alpha1_1</td>
<td>0.0007</td>
<td>0.0002</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.2079</td>
</tr>
<tr>
<td>alpha2_1</td>
<td>0.2110</td>
<td>0.0408</td>
<td>0.0008</td>
<td>0.0017</td>
<td>0.2251</td>
</tr>
<tr>
<td>beta_1</td>
<td>0.5216</td>
<td>0.0526</td>
<td>0.0011</td>
<td>0.0026</td>
<td>0.1668</td>
</tr>
<tr>
<td>nu_1</td>
<td>9.6161</td>
<td>1.4718</td>
<td>0.0294</td>
<td>0.0753</td>
<td>0.1528</td>
</tr>
<tr>
<td>alpha0_2</td>
<td>0.1417</td>
<td>0.0454</td>
<td>0.0009</td>
<td>0.0021</td>
<td>0.1803</td>
</tr>
<tr>
<td>alpha1_2</td>
<td>0.0062</td>
<td>0.0024</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.1839</td>
</tr>
<tr>
<td>alpha2_2</td>
<td>0.1839</td>
<td>0.0425</td>
<td>0.0009</td>
<td>0.0021</td>
<td>0.1671</td>
</tr>
<tr>
<td>beta_2</td>
<td>0.8316</td>
<td>0.0359</td>
<td>0.0007</td>
<td>0.0017</td>
<td>0.1749</td>
</tr>
<tr>
<td>P_1_1</td>
<td>0.9971</td>
<td>0.0013</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.2216</td>
</tr>
<tr>
<td>P_2_1</td>
<td>0.0045</td>
<td>0.0017</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.1765</td>
</tr>
</tbody>
</table>

------------------------------------------

Posterior mean transition matrix:

\begin{verbatim}
t+1|k=1 t+1|k=2
t|k=1 0.9971 0.0029
\end{verbatim}
The posterior distribution of mixture and Markov-switching models often exhibits non-elliptical shapes which lead to non-reliable estimation of the uncertainty of model parameters (see, e.g., Ardia, Hoogerheide, and Van Dijk 2009). This invalidates the use of the Gaussian asymptotic distribution for inferential purposes in finite samples. Our results display this characteristic as shown in Figure 3 where we plot 2,500 draws of the posterior sample for the parameters $\alpha_{1,1}$ and $\alpha_{1,2}$. The blue square reports the posterior mean while the red triangle reports the ML estimate. An interesting aspect of the Bayesian estimation is that we can make distributional (probabilistic) statements on any (possibly nonlinear) function of the model parameters. This is achieved by simulation. For instance, for each draw in the posterior sample we can compute the unconditional volatility in each regime, to get its posterior distribution. Figure 4 displays the posterior distributions of the unconditional annualized volatility in each regime. In the low-volatility regime, the distribution is centered around 8.9% per annum. For the high-volatility regime, the distribution is centered around 32.7% per annum. The 95% confidence bands given by the Bayesian approach are [7.9%, 10.3%] and [25.0%, 46.6%], respectively. Notice that both distributions exhibit positive skewness. Hence, relying on the asymptotic normal approximation with the delta method would yield erroneous estimates of the 95% confidence band of the unconditional volatility in each regime. We show now how to include parameter uncertainty in the one-step ahead predictive density of MSGARCH models. The predictive density is computed via the `PredPdf()` function defined for ‘MSGARCH_ML_FIT’ and ‘MSGARCH_MCMC_FIT’ objects. The arguments of the `PredPdf()` function are:

- **object**: An object of class ‘MSGARCH_ML_FIT’, ‘MSGARCH_MCMC_FIT’, or ‘MSGARCH_SPEC’.
- **x**: A numeric vector of mesh points on the domain for which the predictive distribution is calculated.
- **par**: A numeric vector of model parameters if **object** is of class ‘MSGARCH_SPEC’. By default **par** = NULL.
- **data**: A numeric vector of observations if **object** is of class ‘MSGARCH_SPEC’. By default **data** = NULL.
- **log**: A logical indicating if the logarithm of the density is returned. By default, **log** = FALSE.
Figure 3: Scatter plot of posterior draws from the marginal distribution of \((\alpha_{1,1}, \alpha_{1,2})^\top\) obtained with the adaptive random walk strategy. The blue square reports the posterior mean, and the red triangle reports the ML estimate. The graph is based on 2,500 draws from the joint posterior sample.

- **do.cumulative**: A logical indicating if the predictive density should be computed on the distribution of simulated cumulative values. This is useful in the case of log-returns, to compute the predictive density of multi-period returns. By default, `do.cumulative = FALSE`.

Additional arguments are: `nahead`, `do.its`, and `ctr`; see `help("PredPdf")`. As for other functions available in the R package `MSGARCH`, when an object of class `MSGARCH_MCMC_FIT` is used, the output is computed accounting for parameter uncertainty. For instance, if we want to evaluate the one-step ahead predictive density in the range of values from \(-5\) to \(0\), we run:

```r
R> nmesh <- 1000
R> x <- seq(from = -5, to = 0, length.out = nmesh)
R> pred.ml <- as.vector(PredPdf(fit.ml, x = x, nahead = 1))
R> pred.mcmc <- as.vector(PredPdf(fit.mcmc, x = x, nahead = 1))
```

where `pred.ml` and `pred.mcmc` are numeric vectors of length 1,000. We stress that `PredPdf()`
Figure 4: Histograms of the posterior distribution for the unconditional volatility in each regime. Both graphs are based on 2,500 draws from the joint posterior sample. The blue square reports the posterior mean, and the red triangle reports the ML estimate.

is also defined for objects of class 'MSGARCH_SPEC' such that, after providing the vector of parameters par, and a series of observations data, the predictive distribution can be evaluated also for non-estimated models. Another possibility is to extract the posterior draws from an estimated object of class 'MSGARCH_MCMC_FIT' and to compute the predictive density for each of them. This way, we can investigate the impact of the parameter uncertainty on the conditional distribution as, for example, in Ardia, Kolly, and Trottier (2017). This is performed with the following commands:

```r
R> draws <- fit.mcmc$par
R> pred.draws <- matrix(data = NA, nrow = nrow(draws), ncol = nmesh)
R> for (i in 1:nrow(draws)) {
+   tmp <- PredPdf(ms2.gjr.s, par = draws[i, ], x = x, data = SMI,
+                   nahead = 1)
+   pred.draws[i, ] <- as.vector(tmp)
+ }
```

This is also the case for the functions Risk(), PIT(), Volatility() and predict(); see the related R documentation.
Figure 5: Left tail of the one-step ahead predictive distribution for the SMI log-returns. The solid blue line reports the predictive Bayesian density (integrating the parameter uncertainty), the dashed red line reports the ML conditional density, and the solid light-blue lines the conditional densities obtained for each of the 2,500 draws in the posterior sample.

In Figure 5, we display the left tail of the one-step ahead distribution for the log-returns. We see why integrating parameter uncertainty can be useful for left-tail prediction. The Bayesian predictive density (solid blue line) is a particular average of the predictive densities that can be formed with individual posterior MCMC draws (thin solid blue lines). It is generally more conservative than the predictive density with plugged ML estimates (dashed red line) and offers additional flexibility by accounting for all likely scenarios within the model structure.

As a last illustration in our empirical section, we provide the code for a backtest analysis of the ms2.gjr.s model against its single-regime counterpart. First we create the single-regime model and gather both specifications in a list.

```r
R> gjr.s <- CreateSpec(variance.spec = list(model = "gjrGARCH"),
                        +   distribution.spec = list(distribution = "std"),
                        +   switch.spec = list(K = 1))
R> models <- list(gjr.s, ms2.gjr.s)
```

Then we define the backtest settings. We decide to test the performance of the models over 1,000 out-of-sample observations and focus on the one-step ahead value-at-risk forecasts at
Figure 6: One-day ahead VaR forecasts at the 5% risk level provided by the Markov-switching (solid blue line) and single-regime (dashed red line) specifications together with the realized returns (black dots).

Backtesting VaR at 5% risk level

the 5% risk level. Forecasts are based on rolling windows of 1,500 observations, and models are re-estimated every 100 observations for speed of illustration purposes.

```r
R> n.ots <- 1000
R> n.its <- 1500
R> alpha <- 0.05
R> k.update <- 100
```

We initialize the vector of out-of-sample returns and the matrix of VaR forecasts. Then, we loop over the observations in the out-of-sample window. For each new observation, we use the last 1,500 data to predict the one-step ahead VaR at the 5% level, and store it. Models are estimated by ML every 100 observations in the out-of-sample window.

```r
R> VaR <- matrix(NA, nrow = n.ots, ncol = length(models))
R> y.ots <- matrix(NA, nrow = n.ots, ncol = 1)
R> model.fit <- vector(mode = "list", length = length(models))
R> for (i in 1:n.ots) {
+   cat("Backtest - Iteration: ", i, "\n")
+   y.its <- SMI[i:(n.its + i - 1)]
```
\begin{verbatim}
+ y.ots[i] <- SMI[n.its + i]
+ for (j in 1:length(models)) {
+   if (k.update == 1 || i %% k.update == 1) {
+     cat("Model", j, "is reestimated\n")
+     model.fit[[j]] <- FitML(spec = models[[j]], data = y.its,
+                        ctr = list(do.se = FALSE))
+   }
+   VaR[i, j] <- Risk(model.fit[[j]]$spec, par = model.fit[[j]]$par,
+                     data = y.its, n.ahead = 1, alpha = alpha, do.es = FALSE,
+                     do.its = FALSE)$VaR
+ }
+ }

In Figure 6 we display the resulting VaR forecasts of the two models together with the realized returns. We notice the discrepancy between the forecasts in 1998. The economically relevant question is then to evaluate which of the VaR forecasts are most accurate in terms of correctly predicting the $\alpha$-quantile loss such that we expect to have a proportion $\alpha$ of exceedances. We use the R package GAS (Ardia et al. 2019b) to compute the $p$ values of two backtesting hypothesis tests of correct conditional coverage of the VaR: the conditional coverage (CC) test by Christoffersen (1998) and the dynamic quantile (DQ) test by Engle and Manganelli (2004). Both tests aim at determining if the VaR forecasts achieve correct unconditional coverage and if the violations of the VaR are independent over time. Both should be fulfilled under correct model specification.

R> library("GAS")
R> CC.pval <- DQ.pval <- vector("double", length(models))
R> for (j in 1:length(models)) {
+   test <- GAS::BacktestVaR(data = y.ots, VaR = VaR[, j],
+                           alpha = alpha)
+   CC.pval[j] <- test$LRcc[2]
+   DQ.pval[j] <- test$DQ$pvalue
+ }
R> names(CC.pval) <- names(DQ.pval) <- c("GJR-std", "MS2-GJR-std")
R> print(CC.pval)

For both tests, we notice the best performance of the Markov-switching specification.

GJR-std MS2-GJR-std
0.02092 0.08402

R> print(DQ.pval)

GJR-std MS2-GJR-std
0.03478 0.14137
\end{verbatim}
5. Conclusion

We introduced the R package **MSGARCH** which allows users to estimate, simulate, and perform forecasts with Markov-switching GARCH models in the R statistical software. We detailed how to create various single-regime and regime-switching specifications with different stochastic functions and conditional distributions. We documented how to perform maximum likelihood and Bayesian estimations of these models. In an empirical illustration with financial returns, we showed how to estimate, select, and forecast with this class of models.

The R language has become an important vehicle for knowledge transfer in time series analysis over the last years. We hope the R package **MSGARCH** will be useful for academics and practitioners to improve their conditional volatility and density forecasts in the broad range of applications involving regime changes in volatility dynamics.

Finally, if you use the R package **MSGARCH**, please cite the software in publications using `citation(package = "MSGARCH")`.

### Computational details

The results in this paper were obtained using R 3.5.0 (R Core Team 2018) with the packages **coda** version 0.19-1 (Plummer et al. 2006), **GAS** version 0.2.6 (Ardia et al. 2019b), **numDeriv** version 2016.8-1 (Gilbert and Varadhan 2016), **MSGARCH** version 2.3 (Ardia et al. 2019a), **Rcpp** version 0.12.16 (Eddelbuettel et al. 2018; Eddelbuettel and François 2011), **RcppArmadillo** version 0.8.500.0 (Eddelbuettel et al. 2017; Eddelbuettel and Sanderson 2014), and **zoo** version 1.8-1 (Zeileis and Grothendieck 2005). Computations were performed on Windows 10 x86 64-w64-mingw32/x64 (64-bit) with Intel(R) Xeon(R) CPU E5-2650 2x 2.30 GHz. Code for the computations is available in the R script `v91i04.R`, available in the supplementary materials and also in the Examples folder of the GitHub repository at [https://github.com/keblu/MSGARCH](https://github.com/keblu/MSGARCH).

The results in this paper rely on simulations from an adaptive MCMC scheme. Therefore, results depend on the `set.seed` value and on the linear algebra library used, as the adaptive scheme requires Cholesky decomposition and eigenvalue calculation. While this would have a negligible impact for a single draw, the difference accumulates over the MCMC iterations, and can lead to different MCMC posterior results than the ones reported in this paper. An upper bound on the magnitude of those differences is difficult to evaluate. In the comparison between Windows 10 and Ubuntu 18.04.3, as reported in the supplementary material and in the folder Examples on the GitHub repository, we find differences of up to the third digit for the MCMC results of Section 3.2 and up to the second digit for the MCMC results of Section 4.

In the script `v91i04-timing.R`, we provide a timing comparison between the ML and MCMC estimation strategies. The estimation of a two-regime MSGARCH model with normal innovations on the SMI dataset (2,500 observations) is around ten times faster with the ML approach than with the MCMC approach (2.8 seconds instead of 26.7 seconds). We also perform a comparison between the package **MSGARCH** and the R package **bayesGARCH** (Ardia and Hoogerheide 2010) in the case of a single-regime GARCH(1,1) model with normal innovations. We observe that **MSGARCH** is not only competitive in terms of computational time but also for accuracy (measured with the effective number of draws). With the default settings (5,000 burn-in draws, 10,000 MCMC draws and a thinning of 10, thus a posterior...
sample of size 1,000), the estimation with MSGARCH is about ten times faster (6.5 against 69.1 seconds) and the effective number of draws is 3.1 times larger.

R (R Core Team 2018) itself and all packages used are available from the Comprehensive R Archive Network (CRAN) at http://CRAN.R-project.org/. The MSGARCH version under development is available on the website at http://keblu.github.io/MSGARCH/.
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